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PresenterContent

•Introduction and background

• Artificial general intelligence (AGI)

• Large language models (LLMs) and knowledge graphs (KGs)

• Challenges and opportunities

•Knowledge graph-enhanced large language models

• KG-enhanced LLM Training

• KG-enhanced LLM Reasoning

• Unified KG+LLM Reasoning

30 min break

•Large language model-enhanced knowledge graphs

• LLM-enhanced KG integrations

• LLM-enhanced KG construction and completion

• LLM-enhanced Multi-modality KG

•Applications of synergized KG-LLM systems

• QA system

• Recommender system

•Future directions and conclusion
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Part 1:Introduction and background

• Artificial general intelligence (AGI)

• Large language models (LLMs).

• Knowledge graphs (KGs).

• Limitations and opportunities toward AGI.



What is AGI?

5

Artificial Intelligence (AI) Artificial General Intelligence (AGI)

Specialized intelligence Human-level general intelligence



Roads to achieve AGI
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SymbolicismConnectionism Actionism

e.g., neural networks e.g., decision tree, KG, FOL e.g., RL



LLMs as AGI
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Transformer architecture

Brief history of large

language models

2017

Transformer

Architecture
2018

BERT

GPT

2019

T5

GPT-2

2020

GPT-3

2022

ChatGPT

2025+

GPT-4

Llama

Deepseek

Qwen

….



LLMs as AGI
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• LLMs achieve surprising performance across many tasks.

LLMs

Translation Conversation

Question Answering Math Solver



Can LLMs achieve AGI?
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Limitations of LLMs
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• LLMs suffer from hallucination problems during reasoning.

[1] Bang, Y., Cahyawijaya, S., Lee, N., Dai, W., Su, D., Wilie, B., ... & Fung, P. (2023). A multitask, multilingual, multimodal evaluation of chatgpt on reasoning, 

hallucination, and interactivity. arXiv preprint arXiv:2302.04023.

[2] https://bernardmarr.com/chatgpt-what-are-hallucinations-and-why-are-they-a-problem-for-ai-systems/

Hallucination impairs the trustworthiness of LLMs.

LLMs

Q. When did Einstein 

discover gravity?

A. Einstein discovered 

gravity in 1687

Factual

Error
Reasoning

Error



Limitations of LLMs
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• LLMs limit in accessing up-to-date knowledge.

Apr 10

Apr 8

Apr 2

Q. What is the

current tariff

on China?

LLMs



Limitations of LLMs
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• LLMs lack interpretability.
• How to represent knowledge?

• Why make such a decision?

Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop



Limitations of LLMs
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• LLMs are indecisive.
• LLMs reason by probability.

Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop



Limitations of LLMs
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• LLMs are heavy
• More data more parameters.

• Cannot generalize to a specific domain.

Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop



LLMs are 
becoming 
supermen...

Who will be 
the watchmen?

LLMs are 
becoming 
supermen...

Who will be 
the watchmen?



Knowledge Graphs (KGs)

16

• Knowledge graphs (KGs), storing enormous facts in the way 
of triples, i.e., (head entity, relation, tail entity)

• KGs store facts in a structural manner.



KGs help AGI
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Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop

• KGs are transparent.



KGs help AGI
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Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop

• KGs are adamant.



KGs help AGI

• KGs power symbolic reasoning.

19

Ren, H., et al. Query2box: Reasoning over Knowledge Graphs in Vector Space Using Box Embeddings. ICLR 2020

Q. Where did Canadian citizens with

Turing Award Graduate?



KGs help AGI
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• KGs can provide domain-specific knowledge.

[1] Wang, J., Hu, X., Hou, W., Chen, H., Zheng, R., Wang, Y., ... & Xie, X. (2023). On the robustness of chatgpt: An adversarial and out-of-distribution perspective. arXiv preprint arXiv:2302.12095.

[2] Domain-specific knowledge graphs: A survey | Elsevier Enhanced Reader. (n.d.). 

[3] Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop

Domain-specific KGs 



Limitations of KGs
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• KGs are difficult to construct.

Zhong, L., Wu, J., Li, Q., Peng, H., & Wu, X. (2023). A comprehensive survey on automatic knowledge graph construction. arXiv preprint arXiv:2302.05019.

Heterogenous Data Source



Limitations of KGs
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• KGs are incomplete and noisy.

Embedding model

How to represent and reason unseen facts?

How to represent and reason unseen facts?
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Synergy of LLMs and KGs towards AGI

Knowledge Graphs (KGs)

Pros:

• Structural Knowledge

• Accuracy

• Decisiveness

• Interpretability

• Domain-specific Knowledge

• Evolving Knowledge

Cons:

• Incompleteness

• Lacking Language 

Understanding

• Unseen Facts

Large Language Models (LLMs)

Pros:

• General Knowledge

• Language Processing

• Generalizability

Cons:

• Implicit Knowledge

• Hallucination

• Indecisiveness

• Black-box

• Lacking Domain-specific/New

Knowledge



Unifying Large Language Models and 
Knowledge Graphs: A Roadmap

24
Pan, S., Luo, L., et al. (2024). Unifying large language models and knowledge graphs: A roadmap. TKDE.
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Roadmaps



Roadmaps

26



Applications

• KG-enhanced LLM retrieval augmented generation (GraphRAG).

27
https://neo4j.com/blog/genai/graphrag-manifesto/



Applications

• KG+LLM for medical diagnosis.

28Zuo, Kaiwen, et al. "KG4Diagnosis: A Hierarchical Multi-Agent LLM Framework with Knowledge Graph Enhancement for Medical Diagnosis." arXiv preprint 

arXiv:2412.16833 (2024).
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Part 2:Knowledge graph-enhanced LLMs

• KG-enhanced LLM Training

• KG-enhanced LLM Reasoning

• Unified KG+LLM Reasoning



• Generate data from KGs for LLM training.

31

KG-enhanced LLM Training

Hron, Jiri, et al. "Training Language Models on the Knowledge Graph: Insights on Hallucinations and Their Detectability." First Conference on Language Modeling.



• Integrating KGs by Additional Fusion Modules
• Additional modules to better capture the structure knowledge of KGs.

32

KG-enhanced LLM Training

Su, Y., Han, X., Zhang, Z., Lin, Y., Li, P., Liu, Z., ... & Sun, M. (2021). Cokebert: Contextual knowledge selection and embedding towards 

enhanced pre-trained language models. AI Open, 2, 127-134.

GNN …



• Integrating KGs by Additional Fusion Modules

33

KG-enhanced LLM Training

Tian, Shiyu, et al. "KG-adapter: Enabling knowledge graph integration in large language models through parameter-efficient fine-tuning." 

Findings of the Association for Computational Linguistics ACL 2024. 2024.



• KG-enhanced LLM training could fuse knowledge into LLMs.

• However, real-world knowledge is subject to change, and the 
pre-training approaches cannot update knowledge without 
retraining the model.

• KG-enhanced LLM Reasoning aims to separate the 
knowledge and text and inject the structural knowledge while 
LLM reasoning. 

35

KG-enhanced LLM Reasoning



• Retrieval-augmented Knowledge Fusion
• Retrieve-then-reasoning.

• Parameters-free.

• Can be applied to closed-source LLMs (e.g., ChatGPT).

• Widely used in applications.

36

KG-enhanced LLM Reasoning

Lewis, P., Perez, E., Piktus, A., Petroni, F., Karpukhin, V., Goyal, N., ... & Kiela, D. (2020). Retrieval-augmented generation for knowledge-intensive nlp tasks. Advances in Neural 

Information Processing Systems, 33, 9459-9474.

(Optional)



• Retrieval-augmented Knowledge Fusion
• Techniques and challenges.

37

KG-enhanced LLM Reasoning

How to effectively retrieve on KGs? How to reason on retrieved KG structure?

• Entity linking

• Keyword search

• Embedding similarity

• …

• KG prompt

• GNN

• LLM Agent

• …



• Aims to address two questions: Lack of Knowledge and
Reasoning Hallucination

Reasoning on Graphs (RoG)

Luo Linhao, Li Yuan-Fang, Haffari Gholamreza, Pan Shirui, Reasoning on Graphs: Faithful and Interpretable Large Language Model Reasoning, ICLR 2024

How does ROG work?

39



• Plan-and-solve reasoning
• The plan is a hidden logic that can guide the reasoning.

How to reason on graphs?

Q: Who is the child of Alice?

LLMs

Step 1. Find the person that “Alice” is married to.

Step 2. Find the child of that person. 

1. Planning

2. Reasoning

Step 1. “Alice” is married to “Bob”

Step 2. “Bob” is the father of “Charlie”

Thus, the answer is “Charlie”.

Wang, L., et al. (2023). Plan-and-solve prompting: Improving zero-shot chain-of-thought reasoning by large language models. ACL 2023. 40



Reasoning on Graphs (RoG)

• Relation paths as plans
• Relation paths are a sequence of relations that can serve as faithful 

plans for reasoning on graphs.

• Example:
• Question: 

• Who is the child of Alice?

• Relation path 𝒛:

• Reasoning paths 𝒘𝒛:

Plan:
Step 1. Find the person that “Alice” is married to.

Step 2. Find the child of that person. 

Execute the plan on KGs to retrieve reasoning paths.

Answer

Luo Linhao, Li Yuan-Fang, Haffari Gholamreza, Pan Shirui, Reasoning on Graphs: Faithful and Interpretable Large Language Model Reasoning, ICLR 2024
41



Reasoning on Graphs (RoG)

• Planning-retrieval-reasoning.
Planning: generate faithful relation paths as plans.

Retrieval-Reasoning: reason the answer on graphs with the plans.

42



• Planning-retrieval-reasoning.
• Planning: generate faithful relation paths as plans.

• Retrieval-Reasoning: reason the answer on graphs with the plans.

• Challenges:
1. LLMs have zero knowledge of the relations in KGs.

2. LLMs cannot understand the reasoning paths.

Reasoning on Graphs (RoG)

PlanningReasoning

ELBO Loss

Reasoning Optimization Planning Optimization 43



Reasoning on Graphs (RoG)

• Estimate the posterior distribution of faithful relation paths with the shortest 

path connecting question and answer entities on KGs.

Planning Optimization: 

• Distil the knowledge from KGs to generate faithful relation paths

44



Reasoning on Graphs (RoG)

Reasoning Optimization: 

• Enable LLMs to conduct reasoning based on the retrieved reasoning 

paths

Two instruction tunning tasks:

45



Planning-retrieval-reasoning

• Planning: generate faithful relation paths as plans.

• Retrieval-Reasoning: reason the answer on graphs with the 
plans.

46



Experiments

Plug-and-play with other LLMs

Performance on KGQA tasks.
47



Faithful reasoning and interpretable results

• Understand the structure and explain.

48



Graph-constrained Reasoning (GCR)

• Findings: Existing KG-enhanced reasoning
methods (RoG) still cannot 100% ensure the
faithful reasoning of LLMs.

• Reason: There are no constrains on the 
reasoning path generation. LLMs can 
generate paths that do not exist in the KGs.

• Solution: we introduce graph-constrained 
reasoning (GCR), a novel KG-guided 
reasoning paradigm to eliminate 
hallucinations and ensure accurate 
reasoning. Reasoning Errors in RoG

49
Luo, Linhao, et al. "Graph-constrained reasoning: Faithful reasoning on knowledge graphs with large language models." arXiv preprint arXiv:2410.13080 (2024).



From CoT to Graph-constrained Reasoning (GCR)

• Graph-constrained Reasoning (GCR):
• Incorporates KGs into the decoding process of LLMs to achieve KG-grounded 

faithful reasoning (decoding on graphs)

Q: Who is the spouse of the ex-
president of USA?

LLM reasoning Graph Reasoning Graph-constrained Reasoning

50
Luo, Linhao, et al. "Graph-constrained reasoning: Faithful reasoning on knowledge graphs with large language models." arXiv preprint arXiv:2410.13080 (2024).



KG-Trie Construction

• We convert KGs into KG-Tries to facilitate efficient reasoning
on KGs.

BFS
USA -> Founded_in -> 1778

USA -> Capital -> Washington D.C.

USA-> Ex-president -> Barack Obama -> Spouse_of -> Michelle Obama

….

BOS

USA
Knowledge Graph

Prefix tree (KG-Trie)

Capital

Donald

Tokenizer + Trie

Washington

D.C.

Barack

Obama

KG-Trie

construction

Trump

EOS

Ex-president

….. …..

Formatted path strings

51



Graph-constrained decoding

• We adopt KG-Trie as constraints to guide the decoding process 
of LLMs and only generate reasoning paths that are valid in
KGs.

Constant time complexity: 𝑶(|𝓦𝒛|)

52



Results

KGQA Performance

Efficiency and performance comparison

Findings:

• GCR achieves state-of-the-art performance

• GCR balances well between efficiency and

effectiveness. 54



Results

Faithful LLM reasoning with graph-constrained decoding

• The correct final answer may not result from a faithful reasoning of LLMs.

• Graph-constrained decoding can eliminate the hallucination when reasoning on KGs.

• Graph-constrained decoding can reduce the reasoning complexity and reach better

performance.
55
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Limitation of KG-RAG

KG Construction

KGs are constructed from 

raw documents, which are 

often noisy and incomplete.

Retrieval-Reasoning

The construction of KGs

leads to loss of information

in the original documents.

Raw Documents



Graph-enhanced RAG

• GraphRAG constructs a graph structure to explicitly model 
relationships between documents, allowing for more effective 
and efficient retrieval based on it.

Graph-enhanced RAG

Documents Graphs 1. Graph Construction

• hyperlinks

• reference

• …

(Coarse relationships)

2. Graph-enhanced Retrieval

57



Knowledge Graph Index

• KGs can be used as a structural index of knowledge across 
multiple documents for accurate document retrieval.

Barack Obama 

(born August 4, 

1961, Honolulu) is 

an American 

politician who 

served as the 

44th president of 

the United 

States…

He married to 

Michelle Obama

Document 1

Michelle Obama 

is served as the 

first lady of the 

United States 

from 2009 to 

2017, being 

married to Barack 

Obama

USA is a country 

primarily located 

in North America. 

It is a federal 

union of 50 states, 

the federal capital 

district of 

Washington, D.C.

Document 2

Document 4

Honolulu is the 

capital and most 

populous city of 

the U.S. state of 

Hawaii, which is 

in the Pacific 

Ocean

Document 3

OpenIE

Entity resolution

Document corpus

58



• GNNs have demonstrated impressive performance in 
GraphRAG due to the powerful graph reasoning ability. 
• These methods still limit in generalizability as they need to be training from

scratch in new datasets.

59

Unified KG+LLM Reasoning

Mavromatis, Costas, and George Karypis. "Gnn-rag: Graph neural retrieval for large language model reasoning." arXiv preprint arXiv:2405.20139 (2024).



• We propose a novel graph foundation model (GFM), powered by GNN for retrieval-

augmented generation (GFM-RAG).

• We conducted large-scale training of GFM with 8M parameters on 60 KGs with over 

14M triples derived from 700k documents across diverse datasets, allowing it to be 

directly applied to various unseen datasets.

• We achieves state-of-the-art performance across all datasets while demonstrating high 

efficiency, generalizability, and alignment with the neural scaling law, underscoring its 

potential for further enhancement.

Graph Foundation Model for Retrieval
Augmented Generation

60

Luo, Linhao, et al. "GFM-RAG: Graph Foundation Model for Retrieval Augmented Generation." arXiv preprint arXiv:2502.01113 (2025).



Query Initialization Query-dependent

Message Passing
Document Ranking

61



KG-index Construction

• OpenIE: gpt-4o-mini

• Entity resolution: colbert
• Calculate the entities’

embedding similarities and link 
entities with similar semantics 
by threshold 𝜎.

𝑠 = ℎ𝑒1
𝑇 ℎ𝑒2 , 𝑠 > 𝜎

62



Training Graph Foundation Model 

Lin, Zhutian, et al. "Understanding the ranking loss for recommendation with sparse user feedback." KDD 2024.

• GFM is trained to predict the target entities given the query.

63



Training Graph Foundation Model 

Synthetic query-target pairs Labeled query-target pairs

64



Experiments

• Datasets:
• HotpotQA

• MuSiQue

• 2Wiki

• Training: 8 A100s
• Pre-training: 1 epoch (15 hours)

• Fine-tuning: 10 epoch (5 hours, 30 mins per epoch.)

65
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Retrieval Performance

Findings:

• Graph-based method (HippoRAG) > naïve methods.

• Multi-step framework can improve the performance

• GFM-RAG can effectively conduct the multi-hop reasoning in a single step.

naive 

methods

Graph-

based



QA Performance

Findings:

• STOA performance.

• Compatibility with multi-step agent framework in multi-hop reasoning tasks.

(Joint reasoning with LLMs)

GFM 

Retriever
LLM

Question

Is there enough information for 

answering?

YES
Ans. generation

NO

Augment 

Question

Entities

Identify new 

entities based 

on question and 

previous 

retrieved entities

67



Efficiency

Findings:

• GFM-RAG achieves a great efficiency in performing multi-step reasoning in a single step.

68



Path Interpretations

The path’s importance to the final

prediction can be quantified by the

partial derivative of the prediction score

with respect to the triples at each layer.

70



Generalizability

• Zero-shot transfer to new datasets

71



Model Neural Scaling Law

• Performance of the foundation GNN model scales with the 
data and parameters.

72



Summary

• Knowledge graph-enhanced large language models

• KG-enhanced LLM Training
• Generate training data from KGs
• Inject KGs with additional modules

• KG-enhanced LLM reasoning
• Reasoning on Graph (RoG)

• Graph-constrained Reasoning (GCR)

• Unified KG+LLM Reasoning
• Graph Foundation Model for Retrieval Augmented Generation (GFM-RAG)

73
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Part 3:Large Language Models-enhanced

Knowledge Graphs
• Integrating existing KGs

• Constructing and Completing KGs

• Enriching KGs with multi-modality data



Integrating existing KGs

• KG integration (knowledge fusion or alignment) involves merging KGs from 

diverse sources and formats

76



Integrating existing KGs

77

University

Institute

Hospital



Problem Definition

78

glucose metabolism disease

diabetes 
mellitus hyperglycemia

. . .

glucose 
intolerance

MODY

NDM

. . .

Mason-type 
diabetes

type-2 
diabetesinsulin human

T2D

MODY1 MODY14

. . .

HNF4A TCF7L2

HierarchyKG

disease termdisease entitydrug entity gene entity

semantic edge subTypeOfentity-term alignment

approvedFor

Definition of Biomedical Knowledge Fusion (BKF)

Given a KG 𝒢 = (𝐸, 𝑅, 𝐸𝑇), and a hierarchy ℋ = (𝑇, 𝑇𝑃), a set of pre-aligned entity-term pairs 

[𝑒𝑎, 𝑡𝑎]𝑎=1
𝑀 , and a set of unaligned entities 𝑒1, 𝑒2, … , 𝑒𝑁 ∈ 𝒢.

The goal is to link each unaligned entity to the hierarchy:

𝐿𝐾 = 𝑒𝑖 , 𝑡𝑗 𝑒𝑖 ∈ 𝒢, 𝑡𝑗 ∈ ℋ}.

𝑀 ≪ 𝑁 in BKF!

Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting." Proceedings of the 46th International ACM 

SIGIR Conference on Research and Development in Information Retrieval. 2023.



HiPrompt

• A few-shot BKF framework via Hierarchy-Oriented Prompting

• We formulate the BKF problem as a ranking problem, and utilize the 
classic retrieve and re-rank approach

• unsupervised retriever

• few-shot re-ranker

79

Ranked links

[𝑒𝑖 , 𝑡𝑗]𝑗=1
𝐾

Top-K

candidates

Entity query 𝑒𝑖
from KG ℊ

Term pool 𝑇
from hierarchy ℋ

Re-Ranker
LLM w/ hierarchy context

Retriever
BM25 w/ attribute-
structure expansion

Rank the terms in the choices according to the similarity between them and the 

entity in the query.

Query: “Prostatic Neoplasms”?

Choices: “prostatic hypertrophy”; “prostate angiosarcoma”; “prostate cancer”.

Contexts: prostatic hypertrophy isA prostate disease. prostate angiosarcoma 

isA prostate sarcoma. prostate cancer isA prostate disease. ...

Answer:

(Pseudo Demonstration)

Query: “NFL”?

Choices: “English Football League”; “National Football League”.

Answer: 1.“National Football League”; 2.“English Football League”.

(Task Description)

(Test Prompt w/ Hierarchy Context)

1."prostate cancer"; 2."prostate angiosarcoma"; 3."prostatic hypertrophy".

(Response by LLM)𝑡1 𝑡2 𝑡3

𝑒𝑖

Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting." Proceedings of the 46th International ACM 

SIGIR Conference on Research and Development in Information Retrieval. 2023.



Benchmark Datasets

80

Scan to download

Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting." Proceedings of the 46th International ACM 

SIGIR Conference on Research and Development in Information Retrieval. 2023.



Main Experimental Results

81Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting." Proceedings of the 46th International ACM 

SIGIR Conference on Research and Development in Information Retrieval. 2023.



Ablation Studies

82Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting." Proceedings of the 46th International ACM 

SIGIR Conference on Research and Development in Information Retrieval. 2023.



Case Study

83

disease of anatomical entity 

. . .

immune 
suppression

disease termdisease entity subTypeOf

anuria

. . .

HiPrompt BM25 EditDist

brain 
compression

immune 
system 
disease

disease

. . .

short stature-
obesity syndrome

SDKG-DzHi

repoDB-DzHi

short bowel 
syndrome

short
syndrome

disease of 
anatomical 

entity 

syndrome

anthrax disease

. . .
inhalational 

anthrax inhalation 
anthrax

injection 
anthrax

disease

. . .

typhus, epidemic 
Louse-Borne

endemic 
goiter

disease by 
infectious 

agent

disease of 
metabolism

epidemic 
typhus

Brill-Zinsser
disease

QueryQuery

Query
Query

Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting." Proceedings of the 46th International ACM 

SIGIR Conference on Research and Development in Information Retrieval. 2023.



Biomedical Concept Link

• The cross-source biomedical linking task is challenging due to 

discrepancies in the biomedical naming conventions used in different 

systems. 

84Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



PromptLink

85Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Concept Representation

• After pre-processing text by lowercasing 

and removing punctuation, we use a pre-

trained LM (specifically SapBERT), to 

create embeddings for concepts. 

• For concepts that span multiple tokens, the 

token-level embeddings are averaged to 

create the concept embedding. 
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Concept 

representation

Candidate 

generation

Linking 

prediction

Cosine 

similarity

GPT-4

Chondroectodermal 

dysplasia, ...

Ellis-Van Creveld syndrome, 

Czech dysplasis, ...

SAPBERT

Concepts from 

Source A

Concepts from 

Source B

ℎ𝑚 = 𝑃𝐿𝑀(𝑚), 𝑚 as EHR concept.

ℎ𝑐 = 𝑃𝐿𝑀(𝑐), 𝑐 as KG concept.

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Candidate Generation

• For candidate generation, we compute 

cosine similarity 𝑆 between pairs of EHR 

concept embedding ℎ𝑚 and  KG concept 

embedding ℎ𝑐.

• Given each input query EHR concept 𝑚, We 

select the top-K (K=10) KG concepts 

[𝑐1, 𝑐2, . . . , 𝑐𝐾] with the highest similarities as 

candidates for further GPT-based linking 

prediction.
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𝑆 = 𝑐𝑜𝑠(ℎ𝑚, ℎ𝑐)

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Link Prediction

88Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Prompt Design

• In the first stage, the LLM is 

prompted to check if a concept pair 

(𝑚𝑖 , 𝑐𝑗) should be linked. 

• To improve the prompt response

quality, we adopt the self-

consistency prompting strategy that

repeatedly prompts the same 

question to the LLM multiple (n=5) 

times, thus obtaining the belief 

score 𝐵𝑖,𝑗 .

89

First-stage prompt: Choose from K candidates; Repeat n times

“Chondroectodermal dysplasia” and “Ellis-van Creveld syndrome” refer to 

the same item, is it correct? ...

Response by LLM: Yes, ...

Second-stage prompt:Choose from K1 filtered candidates; Repeat n times

What’s the relationship between “Chondroectodermal dysplasia” and 

candidates in [“Ellis-van Creveld syndrome”...]? Check the generated 

relationships, output the closest candidate or “nothing”.

Response by LLM: Relationship for candidates are [“exact_match”, ...].

The linking answer is “Ellis-van Creveld syndrome”.

Final prediction: Ellis-van Creveld syndrome.

Filtered candidates: Ellis-van Creveld syndrom, Czech dysplasis, ...

𝐵𝑖,𝑗 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 “𝑦𝑒𝑠”

𝑛

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Prompt Design

• Considering the belief scores 

across different candidates, we 

derive a comprehensive filter 

strategy to exclude irrelevant 

candidates, using parameter 𝜏 (set 

as 0.8 × 𝑛). 

• If 𝑚𝑎𝑥(𝐵_(𝑖,1), ..., 𝐵_(𝑖,𝐾)) ≥ 𝜏, this 

indicates some candidates closely 

align with the query concept. 
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the same item, is it correct? ...

Response by LLM: Yes, ...
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candidates in [“Ellis-van Creveld syndrome”...]? Check the generated 

relationships, output the closest candidate or “nothing”.

Response by LLM: Relationship for candidates are [“exact_match”, ...].

The linking answer is “Ellis-van Creveld syndrome”.

Final prediction: Ellis-van Creveld syndrome.

Filtered candidates: Ellis-van Creveld syndrom, Czech dysplasis, ...

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Prompt Design

• In the second stage, the LLM 

evaluates the candidates 

[𝑐1, 𝑐2, . . . , 𝑐𝐾1] retained from the first 

stage’s filtering process. 

• In this stage, we also use the self-

consistency strategy that prompts 

one question for the same 𝑛 = 5

times.
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First-stage prompt: Choose from K candidates; Repeat n times

“Chondroectodermal dysplasia” and “Ellis-van Creveld syndrome” refer to 

the same item, is it correct? ...

Response by LLM: Yes, ...

Second-stage prompt:Choose from K1 filtered candidates; Repeat n times

What’s the relationship between “Chondroectodermal dysplasia” and 

candidates in [“Ellis-van Creveld syndrome”...]? Check the generated 

relationships, output the closest candidate or “nothing”.

Response by LLM: Relationship for candidates are [“exact_match”, ...].

The linking answer is “Ellis-van Creveld syndrome”.

Final prediction: Ellis-van Creveld syndrome.

Filtered candidates: Ellis-van Creveld syndrom, Czech dysplasis, ...

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Prompt Design

• We calculate the occurrence 

frequency 𝑓𝑖,𝑗 for answers in 

[𝑐1, 𝑐2, . . . , 𝑐𝐾1] ∪ [𝑁𝐼𝐿] and retrieve 

the final linking result for query 

EHR concept 𝑚𝑖.

• If 𝑓𝑖,𝑁𝐼𝐿  >0.5 , this indicates a high 

probability that none of the 

candidates are appropriate.

• Otherwise, the candidate 𝑐_𝑗 with 

the highest frequency 𝑓_(𝑖,𝑗) is 

decided as the final linking result
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“Chondroectodermal dysplasia” and “Ellis-van Creveld syndrome” refer to 

the same item, is it correct? ...

Response by LLM: Yes, ...

Second-stage prompt:Choose from K1 filtered candidates; Repeat n times

What’s the relationship between “Chondroectodermal dysplasia” and 

candidates in [“Ellis-van Creveld syndrome”...]? Check the generated 

relationships, output the closest candidate or “nothing”.

Response by LLM: Relationship for candidates are [“exact_match”, ...].

The linking answer is “Ellis-van Creveld syndrome”.

Final prediction: Ellis-van Creveld syndrome.

Filtered candidates: Ellis-van Creveld syndrom, Czech dysplasis, ...

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Concept Linking Experiment Results

• PromptLink outperforms 

competing approaches across 

both datasets in terms of zero-

shot accuracy, underscoring 

the superiority of our LLM-

based concept linking 

methodology.

93Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Case Studies

• Three scenarios are presented: (1) concepts assessed by both ground-truth labels and 

a clinician; (2) concepts evaluated by a clinician due to missing ground-truth labels; (3) 

irrelevant concepts judged by a clinician. Overall, PromptLink could link biomedical 

concepts more accurately and appropriately.

94Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Constructing and Completing KGs

• KGs require both quality and coverage

• KGs can include erroneous and inconsistent knowledge

• KGs are “small”

• New knowledge is constantly generated, making existing knowledge 

inaccurate and incomplete

95



Traditional Text-based Prompting

96Zhu, Yuqi, et al. "Llms for knowledge graph construction and reasoning: Recent capabilities and future opportunities." World Wide Web 27.5 (2024): 58.



Traditional Text-based Prompting

97Zhu, Yuqi, et al. "Llms for knowledge graph construction and reasoning: Recent capabilities and future opportunities." World Wide Web 27.5 (2024): 58.



Traditional Text-based Prompting

• KC-GenRe re-ranks Top-3 candidates predicted by the first-stage KGE 

model through LLMs for a given query 𝑒ℎ, 𝑟, ? .

98Wang, Yilin, et al. "KC-GenRe: A knowledge-constrained generative re-ranking method based on large language models for knowledge graph 

completion." arXiv preprint arXiv:2403.17532 (2024).



Traditional Text-based Prompting

99Wang, Yilin, et al. "KC-GenRe: A knowledge-constrained generative re-ranking method based on large language models for knowledge graph 

completion." arXiv preprint arXiv:2403.17532 (2024).



Code-based Instructions

• Code LLMs, designed for processing structured data like programming 

code, naturally align with the hierarchical and relational nature of KGs

100Bi, Zhen, et al. "Codekgc: Code language model for generative knowledge graph construction." ACM Transactions on Asian and Low-Resource 

Language Information Processing 23.3 (2024): 1-16.



Code-based Instructions

• The original natural language is converted into code formats and then fed into the code 

LM which is guided by a specified task prompt. They use schema-aware prompt to 

preserve the relations, properties, and constraints in the knowledge graph.

101Bi, Zhen, et al. "Codekgc: Code language model for generative knowledge graph construction." ACM Transactions on Asian and Low-Resource 

Language Information Processing 23.3 (2024): 1-16.



Code-based Instructions

102Bi, Zhen, et al. "Codekgc: Code language model for generative knowledge graph construction." ACM Transactions on Asian and Low-Resource 

Language Information Processing 23.3 (2024): 1-16.



LLM Fine-tuning for KG Completion

• The knowledge prefix adapter (KoPA) model first pre-trains structural embeddings for the 

entities and relations in the given KG and then instruction fine-tune the LLM.

• The structural embeddings of the given input triple will be projected into the textual space 

of the LLM by the adapter and serve as prefix tokens in the front of the input sequence.

103Zhang, Yichi, et al. "Making large language models perform better in knowledge graph completion." Proceedings of the 32nd ACM International 

Conference on Multimedia. 2024.



LLM Fine-tuning for KG Completion

104Zhang, Yichi, et al. "Making large language models perform better in knowledge graph completion." Proceedings of the 32nd ACM International 

Conference on Multimedia. 2024.



Enriching KGs with multi-modality data

• Besides textual KGs and online literature, the world is multi-modality and

knowledge should be multi-modality as well

• Aligning general multi-modality foundation models (MMFMs) to real 

domain-specific data (e.g., medical data) is challenging due to the lack of 

high-quality fine-grained pairs of X-and-text labeled data such as for 

instruction tuning

105



Visual Knowledge Extraction

• Images contain rich fine-grained knowledge that complements the textual 
knowledge documented in literature

• Existing method on visual knowledge extraction reply on pre-defined 
formats or vocabularies, restricting the expressiveness of the extracted 
knowledge

• We aim to explore a new paradigm of open visual knowledge extraction

106

Limitations of Existing Approaches Our Target

Format Restricted by a fixed knowledge format (e.g., sub-verb-obj tuples) Format-free knowledge

Vocabulary Limited by predefined sets of objects or relations Open-world w/o predefined set

Language Produced knowledge is often limited in language richness to capture 

fine-grained information

Reflect real-word diverse language variety and 

capture nuanced details

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 

systems 36 (2023): 23499-23519.



OpenViK: A New Paradigm

• Leverage pre-trained large multi-modality models by eliciting open visual 
knowledge through relation-oriented visual prompting

107

Input Data Pre-Trained Large Vision-Language Model

Visually Grounded

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 

systems 36 (2023): 23499-23519.



Diversity-Driven Data Enhancement

• Challenge: long-tail distribution biased to more prevalent relations and 
entities

• Two strategies based on an adapted TF-IDF+ score:

• Random dropping on low-quality data

• Data augmentation with external knowledge resources 
• Non-parametric Knowledge Augmentation: ConceptNet

• Parametric Knowledge Augmentation: COMET
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+Relation

a boat rests on water

+Entity

the jet in blue sky

smoke path in air

Training Data

the boat on water

plane in air

crowd stand on ground

Augmentation with External Resources

TF-IDF+

High

KG

Pretrained 

LM

Random Drop

Low

Effectively improve training data diversity 

and mitigate overfitting

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 

systems 36 (2023): 23499-23519.



Open Relational Region Detector

• Unique challenge: detecting regions potentially containing relational 
knowledge

• Two adaptations on FasterRCNN:
• Region regression ℒRD: object-centric region → higher-order knowledge-centric regions 

• Knowledge supervision ℒK: replace object-centric label classification with regional 
knowledge supervision

• Training objective: 

109

relation enhanced entity enhanced

Detector

Open Relational Region Detector

𝓛𝑲

selected original data

𝓛𝑹𝑫

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 

systems 36 (2023): 23499-23519.



Format-free Visual Knowledge Generator

• Conditioning the generator on the detected relational region for better 
knowledge grounding

• Architecture: pre-trained vision transformer ViT-B + image-grounded text 
decoder of BLIP

• Decoder leverages the detected regional mask as a binary visual prompt

• Language model loss: 

• Penalty term 𝓛𝐕 to improve information variety

110

Format-free Visual Knowledge Generator

Relation-Oriented Regions
𝓛𝑴𝑳𝑬

Large Multimodality

Model

𝓛𝑽

Generated Knowledge

Similarity

Prompting

Training objective: 

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 

systems 36 (2023): 23499-23519.



OpenVik Framework Overview

• OpenVik is designed to extract format-free open visual knowledge with novel entities, 
diverse relations, and nuanced descriptive details

111Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 

systems 36 (2023): 23499-23519.



Evaluation on Generated Knowledge

• Generation Performance
• Scene graph generation

• Relational captioning

• Region captioning

• Language generation 
metrics: BLEU, ROUGE, 
METEOR

• In-Depth Knowledge 
Quality
• Validity

• Conformity

• Freshness

• Diversity

112Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 

systems 36 (2023): 23499-23519.



Comparison with Existing Knowledge Sources

• Non-parametric knowledge in knowledge graphs

• Parametric knowledge in pre-trained language models

113Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 

systems 36 (2023): 23499-23519.



Ablation Study

• Influence of information variety regularization and diversity-drive data 
enhancement

• Influence of pre-training for the open relational region detector

• Influence of data enhancement strategies for training dataset diversity

114Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 

systems 36 (2023): 23499-23519.



Case Studies

115Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 

systems 36 (2023): 23499-23519.



Visual Knowledge Extraction for Healthcare

116

Medical Images contain rich details in assisting disease diagnosis, interpretation and intervention.

Pathology Slide Anatomy DiagramICU CameraPET Scan

Cellular Detail Metabolic Information Patient Behavior Anatomical Structure

By applying open visual knowledge extraction to the medical domain, we can unlock new insights and support clinical decision-making in 

powerful ways. 

Cui, Hejie, et al. “Biomedical visual instruction tuning with clinician preference alignment.” Advances in neural information processing systems (2024).



Biomed-VITAL

117Cui, Hejie, et al. “Biomedical visual instruction tuning with clinician preference alignment.” Advances in neural information processing systems (2024).



Stage 1: Data Generation

Diverse few-shot demonstration selection

● Sample from K clusters to ensure the diversity of the 

clinician annotation for the generator

Instruction-following data generation with 

GPT-4V

● Incorporate visual input and clinician-annotated few-shot 

demonstrations

Raw dataset

● Image-text pairs from the PMC-15M dataset to generate 

multi-round QA instructional data

118Cui, Hejie, et al. “Biomedical visual instruction tuning with clinician preference alignment.” Advances in neural information processing systems (2024).



Stage 2: Data Selection

Preference data from two resources: 

● Human preference: clinician annotation, limited but high quality 

● Model preference: GPT-4V ratings based on clinician criteria, scalable 

complement

Preference distillation: 

● Selection model training: pairwise ranking objective

● Adaptive preference mixing strategy

119Cui, Hejie, et al. "Biomedical visual instruction tuning with clinician preference alignment." Advances in neural information processing 

systems (2024).



Stage 3: Instruction-Tuning

• Continue training the LLaVA model on our curated instruction-

following dataset

120Cui, Hejie, et al. "Biomedical visual instruction tuning with clinician preference alignment." Advances in neural information processing 

systems (2024).



Experimental Results

121Cui, Hejie, et al. "Biomedical visual instruction tuning with clinician preference alignment." Advances in neural information processing 

systems (2024).
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KG+LLM QA System

123
https://qa.fastforwardlabs.com/methods/background/2020/04/28/Intro-to-QA.html



KG+LLM QA System

• Limitations and challenges of existing QA system.

• Domain-specific knowledge understanding
• Structured data, unstructured data, and domain expert rules.

• Lacking symbolic reasoning expression
• Retrieval strategy based on semantic similarity cannot handle 

complex reasoning, quantitative analysis.

• For example, how many rivers pass through Indian and China?

• LLM hallucinations
• LLM can still hallucinate even with retrieved documents.

124

Liang, Lei, et al. "Kag: Boosting llms in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).



KAG – Joint KG + LLM Reasoning

• KG Symbolic Reasoning: Logical Form Execution.

• LLM Neural Reasoning: CoT Reasoning and Planning.

Liang, Lei, et al. "Kag: Boosting llms in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).
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KAG-Solver



KAG – Joint KG + LLM Reasoning

• KAG-Builder

Liang, Lei, et al. "Kag: Boosting llms in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).
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KAG – Joint KG + LLM Reasoning

• KAG-Builder

Liang, Lei, et al. "Kag: Boosting llms in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).

127



KAG – Joint KG + LLM Reasoning

• KAG-Schema and text-KG joint index

Liang, Lei, et al. "Kag: Boosting llms in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).
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KAG – Joint KG + LLM Reasoning

• KAG-solver

Liang, Lei, et al. "Kag: Boosting llms in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).
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KAG – Joint KG + LLM Reasoning

• KAG-solver

Liang, Lei, et al. "Kag: Boosting llms in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).
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KAG – Joint KG + LLM Reasoning

• KAG-solver

Liang, Lei, et al. "Kag: Boosting llms in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).
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KG+LLM for Recommender System
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KG+LLM for Recommender System

133
Guo, Taicheng, et al. "Knowledge Graph Enhanced Language Agents for Recommendation." arXiv preprint arXiv:2410.19627 (2024).



KG+LLM for Recommender System
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KG+LLM for Recommender System

• Explainable Recommendation

• The primary goal of explainable recommendation is to create clear textual 
explanations that allow us to understand the rationale behind each 
recommendation. Specifically, for each interaction between a user 𝑢 and an item 𝑖, 
the explanations generated can be described as follows:

• User/item profiles, interaction histories, and any side-information related to both
users and items.

135
XRec: Large Language Models for Explainable Recommendation. EMNLP 2024 Findings.



Existing Datasets & SoTA Solutions

• Datasets Proposed by Ma et al. (2024)

• Generating ground truth explanations by rephasing

users’ actual reviews.

136
XRec: Large Language Models for Explainable Recommendation. EMNLP 2024 Findings.



Existing Datasets & SoTA Solutions

• SoTA baseline - XRec

137
XRec: Large Language Models for Explainable Recommendation. EMNLP 2024 Findings.

1) Implicit

CF Signal.

2) Modality

Gap.



Our Solution

• Introducing GraphRAG
• Implicit -> Explicit

• Modality gap -> None

138



Overview of G-Refer

• Three key modules

139



Hybrid Graph Retrieval

• Path-level Retriever
• PaGE-Link (WWW’23)

• GNN T raining

• M-core Pruning

• Explanation Path Retrieval

• Node-level Retriever
• Dense Retrieval

• Graph Translation

140



Knowledge Pruning

• Motivation
• It is noticed that for some user-item pairs, a 

sufficient explanation can be derived solely
from their profiles, without the need for 
additional CF information.

• Re-Ranking and Pruning

141



Retrieval-augmented Fine-tuning

• Motivation
• RAFT adapts the LLM to better utilize retrieved CF information to generate 

explanation, especially for the requirement of domain-specific knowledge it has 
never seen before. 

• By training the LLM to generate ground-truth responses even when irrelevant CF 
information is given, we enable the LLM to ignore misleading retrieval content and 
lean into its internal knowledge to reduce hallucination.

• RAFT Loss
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Experiment Results
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Human Evaluation & Ablation
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Hyperparameter & Efficiency
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• O1 reasoning on KGs.

Future Directions – KG-guided O1 Reasoning

Luo, Haoran, et al. "KBQA-o1: Agentic Knowledge Base Question Answering with Monte Carlo Tree Search." arXiv preprint arXiv:2501.18922 (2025).
147



• KGs for Editing Knowledge in LLMs.
• Add new or delete old knowledge stored in LLMs with KGs.

148

Future Directions – Knowledge Edit

Cohen, R., Biran, E., Yoran, O., Globerson, A., & Geva, M. (2023). Evaluating the ripple effects of knowledge editing in language models. arXiv preprint arXiv:2307.12976.



• Multi-Modal KG-enhanced Reasoning

Future Directions – Multi-modal Reasoning

Zheng, Changmeng, et al. “A Picture Is Worth a Graph: A Blueprint Debate Paradigm for Multimodal Reasoning.” ACM MM 2024
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