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Part 1:Introduction and background

« Artificial general intelligence (AGI)

« Large language models (LLMSs).

« Knowledge graphs (KGSs).

« Limitations and opportunities toward AGI.



ﬂhat IS AGI?

Artificial Intelligence (Al) Artificial General Intelligence (AGI)

Specialized intelligence Human-level general intelligence




&)ads to achieve AGI

Connectionism Symbolicism Actionism

e.g., neural networks



EMS as AGI

Brief history of large 2025+
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Deepseek

Qwen
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EMS as AGI

- LLMs achieve surprising performance across many tasks.

G =)

LLMs

Question Answering Math Solver



@n LLMs achieve AGI?

n PCMag + Follow 12.1K Followers &

MAG

Meta Al Chief: Large Language Models Won't Achieve AGI

Story by Kate Irwin « 10mo « 2 min read

Meta Al Chief: Large Language Models Won't Achieve AGI

© Credit: Bloomberg/Contributor via Getty Images




L_imitations of LLMs

- LLMs suffer from hallucination problems during reasoning.

Q. When did Einstein
discover gravity?

¥

Factual
Error

G LLMs
¥

A. Einstein discovered
gravity in 1687

Model Input

If a+{aj=0 , try to prove that a<0.
Let us think it step by step.

Given the equation a + |a| = 0, we can substitute the
value of |a| based on its definition:

If a <0, then |a] = -a. We get a + (-a) = 0. This equality
holds true.

If a 20, then |a| = a. we get a + a = 0, which simplifies
to2a=0.

From this, we can conclude that a = 0.

In both cases, a is either equal to O or negative.
However, the equation a + |a| = 0 does not hold true
fora=0.

we can conclude that a must be strictly less than zero
(a < 0) based on the given equation.

\ %

Hallucination impairs the trustworthiness of LLMs.

Reasoning
Error

[1] Bang, Y., Cahyawijaya, S., Lee, N., Dai, W., Su, D., Wilie, B., ... & Fung, P. (2023). A multitask, multilingual, multimodal evaluation of chatgpt on reasoning,

hallucination, and interactivity. arXiv preprint arXiv:2302.04023.

[2] https://bernardmarr.com/chatgpt-what-are-hallucinations-and-why-are-they-a-problem-for-ai-systems/

10



L_imitations of LLMs

. LLMs limit in accessing up-to-date knowledge.

Mr. Trump added a 34 percent tariff on imports from China, to take

Apr 2 effect on April 9, on top of two earlier rounds of 10 percent tariffs he
had already imposed.
Trump Threatens to Slap an Additional 50% Tariff on Q. What is the
Apr 8 China current tariff
on China?
By Alyssa Lukpat, Reporter

82 Donald J. Trump @
: @realDonaldTrump
Based on the lack of respect that China has shown to the World’s

Apr 10 Markets, | am hereby raising the Tariff charged to China by the
United States of America to 125%, effective immediately. At some

LLMs

11



L_imitations of LLMs

LLMs lack interpretability.
How to represent knowledge?
Why make such a decision?

Input

Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop

Output

12



L_imitations of LLMs

LLMs are indecisive.
LLMs reason by probability.

1]

| that

l
remember [

al
1:’ | submit

Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop



L_imitations of LLMs

- LLMs are heavy
- More data more parameters.
- Cannot generalize to a specific domain.

Pretrain data

Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop

Task-specific data

14



LLMs are
becoming
supermen...

Who will be
the watchmen?




Knowledge Graphs (KGs)

Knowledge graphs (KGs), storing enormous facts in the way
of triples, i.e., (head entity, relation, tail entity)

- -

Wikipedia

Michslle
Obama

KGs store facts In a structural manner.



KGs help AGI

. KGs are transparent.

LLM is black-box KG is transparent

* How to represent knowledge? * Ontology and semantic definition
« Why make such a decision?  Visible to users, e.g., nodes, edges
« Systematic store/exchange/update

User Interface & applications

| Trust

Proof

| Unifying Logic |

Input Output ontology:
P P Query: OWL

SPARQL

| RDF-S

Data interchange: RDF

XML

17
Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop



KGs help AGI

. KGs are adamant.

KG is adamant

LLM is indecisive

» Easily swayed
» Anything with a probability

» Mostly black and white facts
» Photographic memory

remember

Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop

Capital

Official languages

National language

Ethnic groups
(2020)@

Religion (2020)[°!

Demonym(s)

Government

+ President
+ Prime Minister

Legislature

Singapore (city-
state)
(¢ 1717'N 103°50°E

English - Malay -
Mandarin - Tamil

Malay

74.3% Chinese
13.5% Malay
9.0% Indian
3.2% Others

31.1% Buddhism
20.0% No religion
18.9% Christianity
15.6% Islam
8.8% Taoism
5.0% Hinduism
0.6% Others

Singaporean

Unitary dominant-
party parliamentary
republic

Halimah Yacob
Lee Hsien Loong

Parliament

18



KGs help AGI

. KGs power symbolic reasoning.

Q. Where did Canadian citizens with
Turing Award Graduate?

Turin

Awar Turin

Awar

Graduate

Canada Citizen

Canada

McGill
Citizen

19
Ren, H., et al. Query2box: Reasoning over Knowledge Graphs in Vector Space Using Box Embeddings. ICLR 2020



KGs help AGI

- KGs can provide domain-specific knowledge.
LLM is hungry

* More data more parameters
» Learn new knowledge inefficiently

Commonsense
Knowledge Graphs

%]
c
=4
2
5
=
il

b

Get out Make
of bed coffe

Parkinson's
Dieasze

Domain-specific
Knowledge Graphs

Developmental
Disorder

0,
Eiffel Lacatadin . Liveln mmanuel
Paris
Tower Macron ‘

[1] Wang, J., Hu, X., Hou, W., Chen, H., Zheng, R., Wang, Y., ... & Xie, X. (2023). On the robustness of chatgpt: An adversarial and out-of-distribution perspective. arXiv preprint arXiv:2302.12095.
[2] Domain-specific knowledge graphs: A survey | Elsevier Enhanced Reader. (n.d.). 20
[3] Yixin Cao, et al. Trustworthy Natural Language Processing with Knowledge Guidance, WSDM-2023 Workshop

Pretrain data Task-specific data

W
Multi-modal
Knowledge Graphs



L_imitations of KGs

. KGs are difficult to construct.

¢ ' Knowledge .Refinement
Existing KGs 4}

e

1O

' Knowledge -Acquisitinn

s

Refined KG

Table Web pages images

text

Heterogenous Data Source

Zhong, L., Wu, J., Li, Q., Peng, H., & Wu, X. (2023). A comprehensive survey on automatic knowledge graph construction. arXiv preprint arXiv:2302.05019.

21



L_imitations of KGs

KGs are incomplete and noisy.

|: Amanda :|
g How torepresent and reason unseen facts?

—/ .-+ Amulya |

__.FRIEND? ™"

[ John pe-oT /— ‘

COWOREKER

'\ /
EIBLING\r —

| Alicia |

Embedding model

How to represent and reason unseen facts?

22



Synergy of LLMs and KGs towards AGI

Knowledge Graphs (KGSs)

cons: Pros:
S » Structural Knowledge

« Implicit Knowledge

o * Accuracy
* Hallucination .

L  Decisiveness
* Indecisiveness . Interoretabilit
*  Black-box l \ . DomFa)tin-s ecxi/fic Knowledge
« Lacking Domain-specific/New . Evolvin Kpnowle dae 9

Knowledge g g

Pros: Cons:

* General Knowledge * Incompleteness

+ Language Processing * Lacking Language
« Generalizability Understanding

* Unseen Facts

Large Language Models (LLMs)



Unifying Large Language Models and
Knowledge Graphs: A Roadmap

Shirui Pan, Senior Member, IEEE, Linhao Luo,
Yufei Wang, Chen Chen, Jiapu Wang, Xindong Wu, Fellow, [EEE

Abstract—Large language models (LLMs), such as ChatGPT and GPT4, are making new waves in the field of natural language
processing and artificial intelligence, due to their emergent ability and generalizability. However, LLMs are black-box models, which
often fall short of capturing and accessing factual knowledge. In contrast, Knowledge Graphs (KGs), Wikipedia and Huapu for example,
are structured knowledge models that explicitly store rich factual knowledge. KGs can enhance LLMs by providing external knowledge
for inference and interpretability. Meanwhile, KGs are difficult to construct and evolve by nature, which challenges the existing methods
in KGs to generate new facts and represent unseen knowledge. Therefore, it is complementary to unify LLMs and KGs together and
simultaneously leverage their advantages. In this article, we present a forward-looking roadmap for the unification of LLMs and KGs.
Cur roadmap consists of three general frameworks, namely, 1) KG-enhanced LLMs, which incorporate KGs during the pre-training and
inference phases of LLMs, or for the purpose of enhancing understanding of the knowledge learned by LLMs; 2) LLM-augmented KGs,
that leverage LLMSs for different KG tasks such as embedding, completion, construction, graph-to-text generation, and question
answering; and 3) Synergized LLMs + KGs, in which LLMs and KGs play equal roles and work in a mutually beneficial way to enhance
both LLMs and KGs for bidirectional reasoning driven by both data and knowledge. We review and summarize existing efforts within
these three frameworks in our roadmap and pinpoint their future research directions.

Index Terms—RMatural Language Processing, Large Language Models, Generative Pre-Training, Knowledge Graphs, Roadmap,
Bidirectional Reasoning.

Pan, S., Luo, L., et al. (2024). Unifying large language models and knowledge graphs: A roadmap. TKDE. 2



Roadmaps

KGs LLMs
Factual Knowledge

T v
Structural Fact General Knowledge

Domain-specific Knowledge Language Processing

Symbolic-reasoning Generalizability

V4 [ e ] [ e
ot ol Lms  |=>Ouput ~ KGrelated KGs => Output M
Input Tasks

Knowledge Representation

a. KG-enhanced LLMs b. LLM-augmented KGs c. Synergized LLMs + KGs

25



Roadmaps

Application

Technique

Synergized
Model

Data

. | Search Recommender Dialogue Al !
E Engine System System | | Assistant :

.', ’ « Explicit Knowledge \‘
« Domain-specific Knowledge
Decisiveness

Interpretability

LLMs ] [ KGs

- mm wm wm mm m mm o mm mm m mm mm mm m w
- oam mm Em o mm o Em Em Em Em o Em o o

e General Knowledge M
« Language Processing
v Generalizability .

[ Structural Text [ Image ][ Video ] c e
| Fact Corpus

_________________________________________________

Rl p—

26



Applications

. KG-enhanced LLM retrieval augmented generation (GraphRAG).

User
: Complete
Question Response

Complete
) ) 1 Response
GenAl Application
- Prompt >
:

e

Data Sources RStr:il g\t]al Context Context
SHCITSC Data Pipeline i

Named Entity

i : Recognition (NER)
Chunking / 8
v

Preprocessing

Embedding
Unstructured Data
nstructure Transformation
S @ Enrichment Knowledge 4+ Vectors Graph Data
%1 Graph Science
Cn

Log )

27
https://neo4j.com/blog/genai/graphrag-manifesto/



Applications
=

. KG+LLM for medical diagnosis.
LLM-augmented KG / pran /
/ /

Relation S Storing Relation |
: " \/ . Data ek
Extractlon\ ~\ [ : |
— _’ J\ ; / K : / Agent4 |

- \ \l \/I :‘ * < /!\ X p f

Reiation Datab Integration with . B d e 4

Relation Extractor elation.Latanase tvencs | /

| Diagnosis |

ChunkingText | :
: N Multi-Agent Components
Construct . .
knowledge Medical Knowledge Graph
graph Diagnostic Clinical
Response Question

Medical Text Input .
Chunking Text
Storing Entity -
Data ~ /
> ~" o —]+
Human-Guided Aommegme; .
: ./

-
Entity Database
Reasoning
User Endpoint
28

Entity
Extraction
N
> 4

Entity Extractor

KG4Diagnosis: A Hierarchical Multi-Agent LLM Framework with Knowledge Graph Enhancement for Medical Diagnosis." arXiv preprint

Zuo, Kaiwen, et al.
arXiv:2412.16833 (2024).
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Part 2:Knowledge graph-enhanced LLMs

« KG-enhanced LLM Training
« KG-enhanced LLM Reasoning
« Unified KG+LLM Reasoning

30



KG-enhanced LLM Training

. Generate data from KGs for LLM training.

(a) Original data (KG):

(b) Formatted data to pretrain LMs:

<S_TKN= Subject_0 <P_TKN= Predicate_0 <O_TKN= Object_0

» "Software of” _ o
Tensorflow” ————p “Google” {(“Tensorflow™) (“Software in genre”) {“Machine learning”)
/N . ) )
| “Founded by” “Foundedby” | <5 TKN=Subject 1 <P_TKN> Predicate 1 <O_TKN> Object_1
u
“Software in genre” ¥ b
Ha rBrin” “Larry Page” . .
l e & (c) Evaluating pretrained LMs:
“1 £ rentor”
. . ﬂ"m}\ /4" - <5 _TKEN= Subject_0 <P_TEN= Predicate_0 <0O_TEN= Object_0
“Machine learning” LM
“Page Rank” <5 TKN= Subject_l <P _TKN= Predicate_1 <()_TKN= Dbjer.f_]
(d) Hallucination detector:
e e . . NTR@EY” e
<5 TKN= subject i <P_TKN= Predicate 1 <O_TKN= LM »| Detector |———— Hallucination!

Hron, Jiri, et al. "Training Language Models on the Knowledge Graph: Insights on Hallucinations and Their Detectability." First Conference on Language Modeling.

31



KG-enhanced LLM Training

. Integrating KGs by Additional Fusion Modules
- Additional modules to better capture the structure knowledge of KGs.

Text Qutputs Knowledge Graph Qutputs
A A
/r M La',rers\
§ Text-Knowledge Fusion Module ]
o
g A , A — |==» GNN ...
X Self-Attention | Self-Attention \
. A 4[ J
] N Layers S~ *
;s -' '
Q Self-Attention X |
(T ! :
= T : |
Input Text —>._ Knowledge Graph ;
Su, Y., Han, X., Zhang, Z., Lin, Y., Li, P., Liu, Z., ... & Sun, M. (2021). Cokebert: Contextual knowledge selection and embedding towards 32

enhanced pre-trained language models. Al Open, 2, 127-134.



KG-enhanced LLM Training

. Integrating KGs by Additional Fusion Modules

Jeremy

Bieber | >

son l/ /
—
1
1
. N
1
i
[ Knowledge Graph :
\binearize (loss of KG structure)
,r’ ___________________________________ ~y
| )
] Q: Who is the brother of i
H KG: ( , father, Jeremy Bieber), ...., :
! (Jeremy Bieber, son, ) |
I I
1 1
! A: Justin Bieber does not have a brother.x |
I I
‘\ Prompt-based Method /:'
T —_———_———————m—m—m—m—m—m—m— -..\
! Direct access ~L KG- \
! structured KG 11 Adapter |
1 i
! D .
E Q:Who is the K V] i
| brother of > n !
1 I
N Llama-7b Our Method _/

————————————————————————————————————— -

Tian, Shiyu, et al. "KG-adapter: Enabling knowledge graph integration in large language models through parameter-efficient fine-tuning."
Findings of the Association for Computational Linguistics ACL 2024. 2024.



KG-enhanced LLM Reasoning

. KG-enhanced LLM training could fuse knowledge into LLMSs.

. However, real-world knowledge is subject to change, and the
pre-training approaches cannot update knowledge without
retraining the model.

KG-enhanced LLM Reasoning aims to separate the
Knowledge and text and inject the structural knowledge while
_LM reasoning.




KG-enhanced LLM Reasoning

. Retrieval-augmented Knowledge Fusion
- Retrieve-then-reasoning.
- Parameters-free.
« Can be applied to closed-source LLMs (e.g., ChatGPT).
« Widely used in applications.

[KGSJ
P

. ( \
Retrieved Facts
(Obama, Bornln, Honolulu)
Q: Which count Knowledge ’ :

< Obarn £ ,?'a-Rt_ 9¢| 5 —»{ LLMs |—> A:USA

IS Lbama Trom etriever (Honolulu, LocatedIn, USA) ,
A (Optional) A .
! Backpropagation : :
___________________________________________ L |

Lewis, P., Perez, E., Piktus, A., Petroni, F., Karpukhin, V., Goyal, N., ... & Kiela, D. (2020). Retrieval-augmented generation for knowledge-intensive nlp tasks. Advances in Neural 36

Information Processing Systems, 33, 9459-9474.



KG-enhanced LLM Reasoning

. Retrieval-augmented Knowledge Fusion
- Techniques and challenges.

How to effectively retrieve on KGs? How to reason on retrieved KG structure?
Entity linking N «  KG prompt
Keyword search KGs « GNN
Embedding similarity « LLM Agent

Q: Which country |_|Knowledge ) > USA
is Obama from? Retriever JSA)
! Backpropagation | :

37



Reasomng on Graphs (RoG) .} ICL 2024

. Aims to address two questions: Lack of Knowledge and
Reasoning Hallucination

Question Question
What product did Apple release in 20232 ] Who is the brother of Justin Bieber ]
Output &) Output

Justin Bieber is the child of Jeremy Bieber, who
has a daughter named Allie Bieber. Thus, the
brother of Justin Bieber is Allie Bieber.

Sorry, I do not have knowledge after Sept. 2021.
Could you provide some additional information?

Lack of Knowledge Hallucination
Factual Knowledge ﬁ Reasoning Guidance G
Triple: (Iphone 15, released_at, 2023) Relation path: child_of — has_son

How does ROG work?

Luo Linhao, Li Yuan-Fang, Haffari Gholamreza, Pan Shirui, Reasoning on Graphs: Faithful and Interpretable Large Language Model Reasoning, ICLR 2024 39



How to reason on graphs?

. Plan-and-solve reasoning
- The planis a hidden logic that can guide the reasoning.

1. Planning

Q: Who is the child of Alice? ‘

Step 2. Find the child of that person.
2. Reasoning

Step 1. “Alice” is married to “Bob”
Step 2. “Bob” is the father of “Charlie”
Thus, the answer is “Charlie”.

Wang, L., et al. (2023). Plan-and-solve prompting: Improving zero-shot chain-of-thought reasoning by large language models. ACL 2023.

Step 1. Find the person that “Alice” is married to.

40



Reasoning on Graphs (RoG)

* Relation paths as plans
« Relation paths are a sequence of relations that can serve as faithful
plans for reasoning on graphs.
« Example:
* Question:
* Who is the child of Alice?

» Relation path z: Plan:

— Step 1. Find the person that “Alice” is married to.
“ marry-to — rather ot |:> Step 2. Find the child of that person.

ﬂ Execute the plan on KGs to retrieve reasoning paths.

 Reasoning paths w,:

. marry-to father_of .
w, = Alice > Bob »| Charlie | Answer

Luo Linhao, Li Yuan-Fang, Haffari Gholamreza, Pan Shirui, Reasoning on Graphs: Faithful and Interpretable Large Language Model Reasoning, ICLR 2024




Reasoning on Graphs (RoG)

 Planning-retrieval-reasoning.

Planning: generate faithful relation paths as plans.

Retrieval-Reasoning: reason the answer on graphs with the plans.
Knowledge Graphs (KGs)

I L e I I R I S

{New York )

member_of 0 o ‘rci‘ry_of

{ Miami } i
-,

____________________________________

Relation Paths Z /7 Q( z|9q, ) @ Retrieval \ Reasoning Paths Wz

21 :born_in — city_of . born_in city_of
z9 : graduaten_from — located_in S mmmmmmm—m . Joe Biden graduate S;l;r:n?ton S located in
z3 : profession — work_in — city_of | | planning Optimization ! Joe Biden - + University of Delaware —————— USA
= L L L L e
Prompt: Please generate Py(|q) <J Prompt: Please answer the
helpful relation paths for . . question based on the reasoning
answering the question, @ Planning ® Reasoning paths and explain why.

Answer: The answer is
USA, because .....

[ Question: What is the ]':D G{I Large Language Models (LLMs) =——>

nationality of Joe Biden? Py(alq, Z,0)

Instruction LI N
Inference Finetuning :F_Ze_cfc_min_g _O_p_h:n_lz::ltl?n_l

42



Reasoning on Graphs (RoG)

Planning-retrieval-reasoning.
Planning: generate faithful relation paths as plans.
Retrieval-Reasoning: reason the answer on graphs with the plans.

Challenges:
1. LLMs have zero knowledge of the relations in KGs.
2. LLMs cannot understand the reasoning paths.

Reasoning Planning

PQ(a|q7 g) — Z PQ(a’|q3 2, g)P9(2|Q)a

zZEZ

ﬂ ELBO Loss

log P(alq,G) > E.q(-)log Py(alg, z,G)] — DxL(Q(2)[| Pe(zlq)),

Reasoning Optimization Planning Optimization



Reasoning on Graphs (RoG)

Planning Optimization:
+ Distil the knowledge from KGs to generate faithful relation paths

« Estimate the posterior distribution of faithful relation paths with the shortest
path connecting question and answer entities on KGs.

1
—, Jw.(eq, €q G.
Q(2) ~ Q(zla.q,G) = { |Z|’ =(€ ) €

0, else,

!

Lpian = Dx1(Q(2)[| Po(2]g)) = DKL(Q(z|a ¢, 9)|1Po(zl9)),

~ — |Z | Z log Py(2]q),
zEZ*



Reasoning on Graphs (RoG)

Reasoning Optimization:
« Enable LLMs to conduct reasoning based on the retrieved reasoning
paths

Lreason = Esz(zm,q,g) [log Py (a’|Qa 2 g)] — log PQ(a|Qa Z}k(a g)

Two Instruction tunning tasks:

L =log Py(alq, Z%,09) |Z | Z log Py(2|q)
| S —— vz
Retrieval-reasoning “

"v‘

Planning



Planning-retrieval-reasoning

. Planning: generate faithful relation paths as plans.

Planning Prompt Template

Please generate a valid relation path that can be helpful for answering the following question:
<Question>

. Retrieval-Reasoning: reason the answer on graphs with the
plans.

Reasoning Prompt Template

Based on the reasoning paths, please answer the given question. Please keep the answer as simple as
possible and return all the possible answers as a list.

Reasoning Paths:
<Reasoning Paths>

Question:
<Question>




Experiments

Table 1: Statistics of datasets.
Datasets | #Train #Test Max #hop

Table 2: Performance comparison with different baselines on the two KGQA datasets.

Type | Methods e i i
\ \ Hits@1 FI  Hits@l FlI WebQSP 2’826 1’62’8 2
KV-Mem (Miller et al. ,\201()) 46.7 34.5 18.4 15.7 CWQ 27,639 3,531 4
EmbedKGQA (Saxena et al., 7()7()) 66.6 - 459 -
Embedding NSM (He et al. w2()7]) N 68.7 62.8 47.6 42.4
TransferNet (Shi et al.| 2021) 3 71.4 - 48.6 -
KGT5 Saxena etal. (70"’7l 56.1 - 36.5 -
GraftNet (Sun et alln018] ) 66.4 60.4 36.8 377  Table 4: Effects of integrating the planning module of RoG with different LLMs for reasoning.
Rt PullNet (Sun et al.. w’?OlgW 68.1 - 45.9 -
RN SR+NSM (Zhang et al.;[2022) 68.9 64.1 502  47.1 Methods WebQSP cwQ
SR+NSM+E2E (Lhano etal.. ’7072; 69.5 64.1 49.3 46.3 Hits@1 Recall Hits@1 Recall
SPARQL (Sun et al. 007O$ . = 31.6 = ChatGPT 66.77 4927 3990  35.07
TN QGG (Lan & Jiang!2020) ) 73.0 73.8 36.9 37.4 ChatGPT + RoG Planning 8151 71.60 52.68 48.51
= | ArcaneQA (Gu & Su/2022) - 75.3 - - Alpaca-7B 5178  33.65 2744  23.62
RnG-KBQA (Ye et al.[2022) - 76.2 - ; Alpaca-7B + RoG Planning 5616 7420 44.04  38.46
Flan-T5-x1 (Chung et al..12022) 31.0 - 14.7 - LLaMA2-Chat-7B 6437 4461 3460 2991
Alpaca-7B (Taori et al.|2023) 51.8 - 27.4 - LLaMA2-Chat-7B + RoG Planning 7420  56.16 5641 51.99
LLMs LLaMA2-Chat-7B (IOUVIOH et dl ‘ ”szi 644 - 34.6 - Flan-T5-x1 30.95 17.08 14.69 12.25
ChatGPT 66.8 - 39.9 = Flan-T5-xl + RoG Planning 6787 4493 3781 3257
ChatGPT+CoT 75.6 - 48.9 -
KD-CoT (Wang et al.| 7023b) 68.6 52:5 8.7 - i
LI MesKGs | UniKGQA (Jiang etal.[2022) 772 722 512 49.1 Plug-and-play with other LLMs
g DECAF (DPR+FID-3B) (Yuet al.]2022a)  82.1 78.8 - -
| RoG 85.7 70.8 62.6 56.2

Performance on KGQA tasks. 4



Faithful reasoning and interpretable results

Table 7: Example of the hallucination of ChatGPT + CoT and faithful reasoning of RoG.

Question | Where is the home stadium of the team who won the 1946 World Series championship?
Answer | Busch Stadium
Step 1: Identify the team that won the 1946 World Series championship. The team that
won the 1946 World Series championship was the St. Louis Cardinals.
ChatGPT + CoT Step 2: Determine the home stadium of the St. Louis Cardinals during that time. The St.

Louis Cardinals’ home stadium during the 1946 season was Sportsman’s Park.

Therefore, the possible answer to the question "Where is the home stadium of the team
who won the 1946 World Series championship?” is: - Sportsman’s Park.

Reasoning Paths

1946 World Series — sports.sports_team.championships — St.  Louis Cardinals —
sports.sports_team.arena_stadium — Busch Stadium
1946 World Series — sports.sports_team.championships — St.

sports.sports_team.arena_stadium — Roger Dean Stadium

Louis Cardinals —

RoG

Based on the reasoning paths provided, the home stadium of the team who won the 1946
World Series championship is Busch Stadium. This conclusion is based on the following
path:

1. 1946 World Series — sports.sports_team.championships — St. Louis Cardinals —
sports.sports_team.arena_stadium — Busch Stadium

The reasoning path leads us to the St. Louis Cardinals as the team that won the 1946
World Series, and Busch Stadium is the stadium associated with the St. Louis Cardinals.
Therefore, Busch Stadium is the home stadium of the team that won the 1946 World Series
championship.

- Understand the structure and explain.

Table 6: Example of lack of knowledge for ChatGPT + CoT and interpretable predictions of RoG.

Question ] What type of government is used in the country with Northern District?
Answer | Parliamentary system
ChatGPT + CoT | To determine what type of government is used in a country with a Northern District, we

need more specific information. The term ”Northern District” does not specify the name
of any particular country or provide enough context to identify its government type. Could
you please provide additional details or clarify the specific country you are referring to?

Reasoning Paths

Northern District — location.administrative_division.first_level_division_of — Israel —
government.form_of_government.countries — Parliamentary system

RoG

The type of government used in the country with the Northern District is a Parliamentary
system.

Explanations:

1. Northern District — location.administrative_division.first_level_division_of — Israel:
The Northern District is a part of Israel.

2. Israel — government.form_of_government.countries — Parliamentary system: Israel has
a Parliamentary system of government.

So, by following the reasoning paths provided, we can conclude that the country with the
Northern District, which is Israel, uses a Parliamentary system of government.
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Graph -constrained Reasoning (GCR) &

Findings: Existing KG-enhanced reasoning
methods (RoG) still cannot 100% ensure the
faithful reasoning of LLMs.

Faithful Reasoning Path
Invalid - Format Error
Invalid - Relation Error

- Reason: There are no constrains on the
reasoning path generation. LLMs can
generate paths that do not exist in the KGs.

15.0%

18.0%
Solution: we introduce graph-constrained 67.0%

reasoning (GCR), a novel KG-guided

reasoning paradigm to eliminate

hallucinations and ensure accurate

reasoning_ Reasoning Errors in RoG

Luo, Linhao, et al. "Graph-constrained reasoning: Faithful reasoning on knowledge graphs with large language models." arXiv preprint arXiv:2410.13080 (2024).



From CoT to Graph-constrained Reasoning (GCR)

. Graph-constrained Reasoning (GCR):

- Incorporates KGs into the decoding process of LLMs to achieve KG-grounded
faithful reasoning (decoding on graphs)

A (T
! npu /! thought !
\'\-\. .-'/ i : i M
— Q: Who is the spouse of the ex-

president of USA?

@ Offline K&-Trie [} @ Gr'th-cor)sTr'ained
- Sasha Obama Construction ecoding
1776 O KG-Trie
O Constraint {l
Barack Obama - g\or"rher'_otz 3 . : o
Founded_in X >0 =D Q: Whois
Spouse_of Michelle the spouse
¥ + ‘ Born_in Obama of the ex-
AT president of
\_ Output ) s )
— USA Honolulu ' LM Tmmmmmmmes
(d) Tree of Thoughts (ToT)
LLM reasoning Graph Reasoning Graph-constrained Reasoning

50
Luo, Linhao, et al. "Graph-constrained reasoning: Faithful reasoning on knowledge graphs with large language models." arXiv preprint arXiv:2410.13080 (2024).



KG-Trie Construction

- We convert KGs into KG-Tries to facilitate efficient reasoning

on KGs.
BES USA -> Founded_in -> 1778 Formatted path strings

L _Kl:\gvyl_efi?_e_(ir:a_ph __________ USA -> Capital -> Washington D.C.
Y N / USA-> Ex-president -> Barack Obama -> Spouse_of -> Michelle Obama
EFounded_in E o
: Tokenizer + Trie 1
: Capital : ; 1
1 Y 1
G : BOS

T T Knowledge Graph

construction refix tree (KG-Trie)

Capital Ex-president

Washington

D.C.



Graph-constrained decoding

We adopt KG-Trie as constraints to guide the decoding process

of LLMs and only generate reasoning paths that are valid in
KGs.

(D Offline KG-Trie @ @ GmBh -constrained

Construction ecoding
KG-Trie
Constraint

Constant time complexity: O(|W,|)

----------

( Q: Who is ) X ° : : #Reason ng Pa'rh
the Spouse " t=11 : USA —) Donald Trump
of the ex- [=> ( ) '=>: O i i i ———— Melania Trump
. | Q.O ! # Answer:
presuden‘r of [ ! elania Trump
KG-specialized
\_Usap jfomspectizes v T C
Graph- constramed decoding
P¢(aawz|q) Pflf’(a“q! wz | | Pff) Wy, \q, Wz, .. )Cg(wzi|wzl,...,z’—l)? (6)
Regular decodmg

1, dprefix(w,, ,,w.),Jw, € W,,

Cg(wzé,‘wzl,..,,i—l) — { (7) 52

0, else,



Results

Table 1: Performance comparison with different baselines on the two KGQA datasets.

Types Methods | WebQSP cwWQ

| Hit F1 | Hit FI
Qwen2-0.5B (Yang et al.. 2024a) 262 172 | 125 110
Qwen2-1.5B (Yang ct al. 2024a) 413 280 | 185 157
Qwen2-7B (Yang el al., 2024a) S08 355 | 253 216
Llama-2-7B (Touvron et al.. 2023) 564 365 | 284 214
| Liama-3.1-8B (Meta, 2024) 555 34.8 | 281 224
LLM Reasoning | pp 40 mini (OpenAL 2024a) 638 405 | 638 405
ChatGPT (OpenAL 2022) 503 435 | 347 302
ChatGPT-+Few-shot (Brown et al.. 2020) 685 381 | 385 280
ChatGPT+CoT (Wei et al.. 2022) 73.5 385 | 475 310
ChatGPT+Self-Consistency (Wang et al., 2024) | 835 634 | 560 481
GrafiNet (Sun et al__ 2018) 667 624 | 368 327
Graoh Reasoning | NSM.(He etal., 2001) 687 628 | 47.6 42.4
rap M2 | GR+NSM (Zhang et al.. 2022) 689 641 | 502 471
ReaRev (Mavromatis & Karypis, 2022) 764 709 | 529 478

KD-CoT (Wang et al.. 2003) 686 525|557 -

EWEK-OA (Dehghan et al., 2024) M3 - | 525 -

ToG (ChatGPT) (Sun et al., 2024) 76.2 - 57.6 -

ToG (GPT-4) (Sun et al,, 2024) 826 - | 685 -

EffiQA (Dong et al_ 2004) 829 - | 695

KG+LLM | G (Llama-2-7B) (Luo et al.. 2024) 857 708 | 626 562
GNN-RAG (Mavromatis & Karypis. 2024) 857 713 | 668 594
GNN-RAG+RA (Mavromatis & Karypis. 2024) | 907 73.5 | 687 60.4
GCR (Llama-3.1-8B + ChatGPT) 92.6 732 | 727 609
GCR (Llama-3.1-8B + GPT-d4o-mini) 922 741|758 617

KGQA Performance

Table 2: Efficiency and performance comparison of different methods on Web(Q5P.

Types |  Methods | Hit | Avg. Runtime(s) | Avg. # LLM Calls | Avg. # LLM Tokens

S-Bert (Y (87 1 293

BGE 727 1.05 1 357

Retrieval-based | OpenAl-Emb. | 79.0 1.7 1 330
GNN-BAG 857 1.52 1 414

Raoli 857 2.60 2 521
T 731 16.14 11.6 7069

Agent-based EffiOA 82.9 _ 7.3 _

Ours | GCR | 92.6 | 3.60 | 2 | 231

Efficiency and performance comparison

Findings:

* GCR achieves state-of-the-art performance

* GCR balances well between efficiency and
effectiveness. 54



Results

Table 5: Examples of the faithful reasoning conducted by GCR. Red denotes the incorrect reasoning

paths and answers, while bold denotes the correct paths and answers.

Case 1: Incorrect answers and hallucinated reasoning paths without constraints.

Question | Who is niall ferguson s wife?

Answer | Ayaan Hirsi Ali

# Reasoning Path: Niall Ferguson — people.person.children — Mabel Rose Ferguson —
people.person.parents — Alyssa Mastromonaco
#Answer: Alyssa Mastromonaco

GCR w /o constraint

# Reasoning Path: Niall Ferguson — people.person.children — Thomas Ferguson — peo-
ple.person.parents — Ayaan Hirsi Ali
#Answer: Ayaan Hirsi Ali

GCR

Case 2: Correct answers but hallucinated reasoning paths without constraints.

Question | Where is jamarcus russell from?

Answer | Mobile

# Reasoning Path: JaMarcus Russell — people.person.place_of_birth — Tampa

GCR w/o constraint #Answer: Mohile, Alabama

GCR

# Reasoning Path: JaMarcus Russell — people.person.place_of_birth — Mobile
#Answer: Mobile

Faithful Reasoning Error Reasoning
WebQSP CWQ
= B0 = 607
5 40 el 5 40 - 48 1%
& & o
= - = -
= 20 = 20
0 I T 0 T T

GCE GCE w/o constraint GCE. GCF. w/o constraint

Figure 5: Analysis of performance and reasoning
errors in GCR.

Faithful LLM reasoning with graph-constrained decoding

« The correct final answer may not result from a faithful reasoning of LLMSs.
« Graph-constrained decoding can eliminate the hallucination when reasoning on KGs.

« Graph-constrained decoding can reduce the reasoning complexity and reach better

performance.
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Limitation of KG-RAG

KG Construction

KGs are constructed from
raw documents, which are
often noisy and incomplete.

Triplets

Paths

Subgraphs

The construction of KGs

leads to loss of information
in the original documents.
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Graph-enhanced RAG

GraphRAG constructs a graph structure to explicitly model
relationships between documents, allowing for more effective
and efficient retrieval based on It.

Documents Graphs 1. Graph Construction
* hyperlinks
E @ @ - E) @ E » reference
B @ @ E (Cc.).a.trse relationships)

1Q

Richmond, Virginia «— M «— [f][2)] 2. Graph-enhanced Retrieval

Graph-enhanced RAG



Knowledge Graph Index

. KGs can be used as a structural index of knowledge across
multiple documents for accurate document retrieval.

Document 1

-
Q

) OpenlE

Barack Obama
(born August 4,
1961, FIGHENN) is
an American
politician who
served as the
44th president of
the United
States...

He married to
Michelle Obama

ER
| C

.

J

Document corpus

Michelle

/ Obama

Document 2

-
Q

Michelle Obama
is served as the
first lady of the
United States
from 2009 to
2017, being
married to Barack

©

Obama

Document 3

<
Q

)

HGHBIE is the
capital and most
populous city of
the U.S. state of
Hawaﬁ, which is
in tHe Pacific
Dcean

J

¥
ashington
D.C.

—

Oocument 4
p

Entity resolution

Ly USA is a country
primarily located
in North America.

It is a federal
union of 50 states,
the federal capital

district of

J
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Unified KG+LLM Reasoning

. GNNs have demonstrated impressive performance in
GraphRAG due to the powerful graph reasoning abillity.

- These methods still limit in generalizability as they need to be training from

scratch in new datasets.

GNN-RAG - Prompt: "Generate helpful relation paths."
Q: "Which language do Jamaican people speak?" *r .
A: English, Jamaican English LLM },HUmon
4 .
Reasoning Shortest

Retrieval

A EE_L, Jamaican English, ﬂ_}
French, Caribbean

Dense remeva
for GNN % .
GNN | ——» .
\_ P

Te:ﬂuahze + RAG

Jamaica -= official_language = English
Jamaica = language_spoken = Jamaican English

Jamaica = located_in -> Caribbean Sea
"Which language do Jamaican people speak?"

Reasoning

Mavromatis, Costas, and George Karypis. "Gnn-rag: Graph neural retrieval for large language model reasoning." arXiv preprint arXiv:2405.20139 (2024).

Jamaica -= close_to - Haiti - official_language == French [ —— | LLM | ——»

A: English, Jamaican English

59



Graph Foundation Model for Retrieval
Augmented Generation

Documents KG-index Retrieved Docs.

@¢>§@> E>D

Retriever

« We propose a novel graph foundation model (GFM), powered by GNN for retrieval-
augmented generation (GFM-RAG).

« We conducted large-scale training of GFM with 8M parameters on 60 KGs with over
14M triples derived from 700k documents across diverse datasets, allowing it to be
directly applied to various unseen datasets.

We achieves state-of-the-art performance across all datasets while demonstrating high

efficiency, generalizability, and alignment with the neural scaling law, underscoring its

potential for further enhancement.

60
Luo, Linhao, et al. "GFM-RAG: Graph Foundation Model for Retrieval Augmented Generation." arXiv preprint arXiv:2502.01113 (2025).



6raph Foundation Model for Retrieval Augmented Generation

Doc. 1 _______. ~ Doc. 2

l’ \\ o= -' ---------- \

, Barack Obama (born in Document 'lHonolqu is the caPIToI

1August 4, 1961, Honolulu); Corpus

i ] A ] .and most populous crry

: 'S on SN 1 @ KG'Inqex ' of the U.S. state of | Ent. to Doc.
! politician... He married ! Construction 'Hawaii which is in the ! Inverted

1 . 1 1 1 1

., Jo MISIRICEENS '.‘:' Knowledge Graph ,r)\\ Pacific Ocean. ' Index

» 0.2
Ent. Rel Retrieved
n elevance Docs.

Scores

n
Q: Barack Obama is 3
the politcianof [ > |\ >09 [ > |:>
Ranker

which country?
@ Query '
Initialization

_________________

@ Query- dependenf " USA is a country primarily ‘:

ilocated in North America. It is' ® LLM Generation

4

. Michelle Obama is served as ! ,'

. the first lady of the United ,
States from 2009 to 2017, .’

1
1
| being married to Barack
1
\

Message Passing

@)

: a federal union of 50 ]
Graph Foundation ] ! states, the federal capital E
1 1

N Obama i 6NN Model « district of Washington, D.C. , X
Query Initialization Query-dependent Document Ranking
Message Passing
Triple-level: Sg = argtop-T'(F,), €

q = SentenceEmb(q), q € R,

Mle,d]
mitl = Msg(hL, g (), 1), (e,re) € G, Fe=qgmeen el

. Entity-level:
0, otherwise. hitl = Update(hl, Agg({mLt|e’ € Ny(e),r € R})),
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KG-index Construction

. OpenlE: gpt-4o0-mini

. Entity resolution: colbert

Calculate the entities’
embedding similarities and link
entities with similar semantics
by threshold o.

— LT

Open Information Extraction

Instruction:

Your task is to construct an RDF (Resource Description Framework) graph from the given passages and
named entity lists.

Respond with a JSON list of triples, with each triple representing a relationship in the RDF graph.

Pay attention to the following requirements:

- Each triple should contain at least one, but preferably two, of the named entities in the list for each
passage.

- Clearly resolve pronouns to their specific names to maintain clarity.

Convert the paragraphinto a JSON dict, it has a named entity list and a triple list.

One-Shot Demonstration:
Paragraph:

Radio City

Radio City is India’s first private FM radio station and was started on 3 July 2001. It plays Hindi, English
and regional songs. Radio City recently forayed into New Media in May 2008 with the launch of a music
portal - PlanetRadiocity.com that offers music related news, videos, songs, and other music-related
features.

{"named_entities": ["Radio City", "India", "3 July 2001", "Hindi","English", "May 2008",
"PlanetRadiocity.com"]}

{"triples":
[

['"Radio City", "located in", "India"],
["Radio City", "is", "private FM radio station"],
["Radio City", "started on", "3 July 2001"],
["Radio City", "plays songs in", "Hindi"],
["Radio City", "plays songs in", "English"],
['"Radio City", "forayed into", "New Media"],
["Radio City", "launched", "PlanetRadiocity.com"],
["PlanetRadiocity.com", "launched in", "May 2008"],
["PlanetRadiocity.com”, "is", "music portal"],
["PlanetRadiocity.com", "offers", "news"],
["PlanetRadiocity.com", "offers", "videos"],
["PlanetRadiocity.com", "offers", "songs"]

Input:

Convert the paragraphinto a JSON dict, it has a named entity list and a triple list.
Paragraph:

PASSAGETO INDEX

{"named_entities": [NER LIST]}

Figure 9: Prompt for OpenlE during indexing.



Training Graph Foundation Model

 GFM is trained to predict the target entities given the guery.
P, = o(MLP(H})), P, € REIXL. (10)

Loce = ﬁ 2 eca, 08 Fy(e) |£_1| > e log(1 — Fy(e)),

(11)
L 12
=T 2 omre e MK
L = algce + (1 — @) Lrank- (13)

Lin, Zhutian, et al. "Understanding the ranking loss for recommendation with sparse user feedback." KDD 2024. 63



Training Graph Foundation Model

Training Knowledge Graphs Training Question-Doc. Pairs and KG-Indexes

3 Supporting | ——
* @ [ ] [ ] L] [ ] Q [ ] [ ] L] Doc —
\r/[ | @ Target
Triple Target Ent. Question Ents.
Q: (Barack Obamna |:> Graph Foundation E|r> A: Honolulu Wher'e was |:> 6raph Foundation |:> A: Honolulu,
born_in, ?) GNN Model Obarna born in? ENN Model 2o

Stage 1: Self-supervised K& Completion Pre-training Stage 2: Supervised Document Retrieval Finetuning

Synthetic query-target pairs Labeled query-target pairs
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Experiments

. Datasets:
HotpotQA
MuSiQue

2WIKi

. Training: 8 A100s
Pre-training: 1 epoch (15 hours)
Fine-tuning: 10 epoch (5 hours, 30 mins per epoch.)

Table 1. Statistics of the query-doc pairs and KGs used for training.

Dataset  #Q-doc Pair #Document #KG  #Entity  #Relation #1riple

HotpotQA 20,000 204,822 20 1930362 967,218 6,393,342
MuSiQue 20,000 410,380 20 1.544966 900,338 4,848,715
2Wiki 20,000 122,108 20 916,907 372,554 2,883,006

Total 60,000 737,310 60 4,392,235 2,240,110 14,125,063
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Retrieval Performance

Table 2. Retrieval performance comparison.

Category | Method | HotpotQA | MuSiQue | 2Wiki

| | R@2 R@5 | R@2 R@5 | R@2 R@5

BM25 554 722 | 323 412 | 51.8 619

Contriever naive 572 755 | 348 46.6 | 46.6 575

GTR hod 594 733 | 374 49.1 | 60.2 679

ColBERTv2 Methods | 617 793 | 379 492 | 592 682

Single-step | RAPTOR 581 712 | 357 453 | 463 538
Proposition 587 71.1 | 37.6 493 | 564 63.1

LightRAG Graph- 38.8 547 | 248 347 | 451 59.1

HippoRAG (Contriever) b q 590 76.2 | 410 521 | 71.5 895

HippoRAG (ColBERTv2)PAS€0 | 605 777 | 409 519 | 707 89.1

IRCoT + BM25 65.6 79.0 | 342 447 | 612 756

IRCoT + Contriever 659 816 | 39.1 522 | 51.6 63.8

Multi-step | IRCoT + ColBERTV2 679 820 | 417 5377 | 64.1 744

IRCoT + HippoRAG (Contriever) 658 823 | 439 56.6 | 753 934
IRCoT + HippoRAG (ColBERTV2) | 670 83.0 | 453 57.6 | 75.8 939

Single-step | GFM-RAG | 783 87.1 | 49.1 582 | 90.8 95.6
Findings:
« Graph-based method (HippoRAG) > naive methods.
« Multi-step framework can improve the performance
 GFM-RAG can effectively conduct the multi-hop reasoning in a single step.
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Question

QA Performance 1.

GFM S siin N — =)
Retriever =
Is there enough information for l NO :edniirt]it(iafggzlved
' answering? Augment on question and
Question previous
Entities retrieved entities
Table 3. Question answering performance comparison.
Category | Retriever | HotpotQA | MuSi1Que | 2Wiki
| | EM Fl |EM F1 | EM Fl
None 304 428 | 125 241 | 31.0 39.0
Single-step | ColBERTY2 434 577 | 155 264 | 334 433
HippoRAG (ColBERTv2) 418 550|192 298 | 46.6 595
Multister | TRCOT (COIBERTV2) 455 584 | 191 305|354 451
P 1 IRCOT + HippoRAG (ColBERTv2) | 45.7 59.2 | 21.9 333 | 477 627
Single-step | GFM-RAG 51.6 669 | 302 404 | 69.8 77.7
Multi-step | IRCoT + GFM-RAG 56.0 718 | 36.6 49.2 | 72.5 808
Findings:
« STOA performance.
« Compatibility with multi-step agent framework in multi-hop reasoning tasks.
67
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Efficiency

Table 4. Retrieval efficiency and performance comparison.

Method HotpotQA MuSi1Que 2Wiki

Time (s) R@5 | Time(s) R@5 | Time(s) R@5
ColBERTv2 0.035 79.3 0.030 49.2 0.029 68.2
HippoRAG 0.255 77.7 0.251 51.9 0.158 89.1

IRCoT + ColBERTv2 1.146 82.0 1.152 53.7 2.095 74.4
IRCoT + HippoRAG 3.162 83.0 3.104 57.6 3.441] 93.9

GFM-RAG 0.107 87.1 0.124 58.2 0.060 95.6

Findings:
« GFM-RAG achieves a great efficiency in performing multi-step reasoning in a single step.
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Path Interpretations

Table 5. Path interpretations of GFM for multi-hop reasoning, where r— ! denotes the inverse of original relation.

Question |

What football club was owned by the singer of "Grow Some Funk of Your Own™?

Answer |

Watford Football Club

Sup. Doc. |

[ “Grow Some Funk of Your Own”, “Elton John™]

Paths

1.095: (grow some funk of your own, is a song by, elton john) — (elton john, equivalent, sir
elton hercules john) — (sir elton hercules john, named a stand after ', watford football
club)

0.915: (grow some funk of your own, is a song by, elton john) — (elton john, equivalent, sir
elton hercules john) — (sir elton hercules john, owned, watford football club)

Question

When was the judge born who made notable contributions to the trial of the man who
tortured, raped, and murdered eight student nurses from South Chicago Community Hospital

on the night of July 13-14, 19667

Answer |

June 4, 1931

Sup. Doc. |

[ “Louis B. Garippo”, “Richard Speck™]

Paths

0.797: (south chicago community hospital, committed crimes at !, richard speck) —
(richard speck, equivalent, trial of richard speck) — (trial of richard speck, made contribu-
tions during !, louis b garippo)

0.412: (south chicago community hospital, were from !, eight student nurses) — (cight
student nurses, were from, south chicago community hospital) — (south chicago community
hospital, committed crimes at ™ 1, richard speck)

The path’s importance to the final
prediction can be quantified by the
partial derivative of the prediction score
with respect to the triples at each layer.

7,
51,82,...,8 = tﬂp-kL@.

s,
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Generalizabllity

. Zero-shot transfer to new datasets

Table 6. Statistics of the dataset and constructed KG-index used for testing.

Dataset Domain #Test #Document #Entity #Relation #Trniple
HotpotQA Multi-hop 1,000 9,221 87,768 45,112 279,112
MuSiQue Multi-hop 1,000 6,119 48,779 20,748 160,950
2Wiki Multi-ho 1,000 11,656 100,853 55,944 319,618
PubMedQA Biomedical 2,450 5,932 42,389 20,952 149,782
DelucionQA  Customer Support 184 235 2.669 2,298 6,183
TechQA Customer Support 314 769 10,221 4,606 57,613
ExpertQA Customer Support 203 B0 11,079 6,810 16,541
EManual Customer Support 132 102 695 586 1,329
MS Marco General Knowledge 423 3481 24,740 17,042 63,995
HAGRID General Knowledge 1,318 1,975 23,484 18,653 48,969

PubMedQA

DelucionQA

HAGRID

EManual S Marco

ExpertQA
= GFM-RAG

TechQA

= HippoRAG = LightRAG
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Model Neural Scaling Law

. Performance of the foundation GNN model scales with the
data and parameters.

NF—;I:)I;?!' Scali'sg3la\g Model Scaling Data Scaling
z=0.24x"9" +0.11 , R“*=0.95
4 — 3k — 2k — 30k — 5k — (LOEM — )T — EM
— 6k 24k —— 36k — 0.2M M
(.59 (.59
(h.5% - (.58
(.57 0.57 4 .
.56 - 0.56
(1.55 4 E 0.55
0.54 0.54 4
(.53 = 0.53 .
0.52 0.52
xe 0.51 4 0.51
M) 050- 0.50 -
(*-'A?/). ok 0.2M 0'7‘);%('&‘“" 0.49 T L S E e e 0.49 —— T T T T T . 1
Ay, 2k 0-0&\{)&\0'\\}- 0.08M 0.2M 0.7M M &M 3k Sk 10k 20k 30k 50k
\S i
# Parameter (log scale) # Data (log scale)
Figure 5. The illustration of the model and data scaling law of GFM-RAG. 72

Figure 4. Neural scaling law of GFM-RAG.



Summary

Knowledge graph-enhanced large language models

KG-enhanced LLM Training

Generate training data from KGs
Inject KGs with additional modules

KG-enhanced LLM reasoning
Reasoning on Graph (RoG)
Graph-constrained Reasoning (GCR)

Unified KG+LLM Reasoning
Graph Foundation Model for Retrieval Augmented Generation (GFM-RAG)



Tutorial outline

Content Presenter
*Introduction and background ‘
_ « Artificial general intelligence (AGI) Shirui P
30 min « Large language models (LLMs) and knowledge graphs (KGs) rutEan
............................. ...Challenges and opportunities | ..
‘ *Knowledge graph-enhanced large language models -
: + KG-enhanced LLM Training _
60 min Linhao Luo

+ KG-enhanced LLM Reasoning

.
----------------------------------------------------------------------------------------------------------------------------------------------------

sLarge language model-enhanced knowledge graphs

50 min * LLM-enhanced KG integrations

: * LLM-enhanced KG construction and completion

»  LLM-enhanced Multi-modality KG )

----------------------------------------------------------------------------------------------------------------------------------------------------
3

*Applications of synergized KG-LLM systems
: 30 min * QA system
: « Recommender system

*
----------------------------------------------------------------------------------------------------------------------------------------------------

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

.
lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Carl Yang

Evgeny Kharlamov

Linhao Luo
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Part 3:Large Language Models-enhanced
Knowledge Graphs

 Integrating existing KGs
« Constructing and Completing KGs
* Enriching KGs with multi-modality data
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Integrating existing KGs

« KG integration (knowledge fusion or alignment) involves merging KGs from
diverse sources and formats

Biomedical literature PubliXed

Obesity,"earasterized by excess adipose tissue
accumulation, particu arhgyisceral fat, is recognized

as a significant risk factor for the development of

type 2 diabetes mellitus (TZDM).I‘ —_— e oy

Chronic low-grade inflammation assr.‘:iated with
obesity exacerbates insulin resistance and
pancreatic beta-cell dysfunction, furth\r promoting
the progression from impaired glucose tolerance to
overt diabetes. y

~
Obesity-related dyslipidemia, characterized by
elevated triglycerides and decreased high-density
lipoprotein cholesterol, contributes to systemic
insulin resistance and cardiovascular complications

which frequently coexist with T2DM. /

(UMLS®)

Existing KGs

Diseases

Atrial
fibrilla-

Diabetes

by

by
Insulin

causes

Hypogly-
cemia

activated

Pancreas
L)

affects

produced

interacts with

Glucose

INSR

w

agtiveted

m Patient data

— Agesst Ok

Gender: Female

Race: White
Comarbiditles
Dlabetes heart failure
Vitals:

-Heart Rate: 74

™ mem-Blood Pressure: 95/156

Labs:
-Hemoglobin: 13-14
-Fasting glucose: 9.4

-Amiodarone: 27

ECG

= i Riy

\ Cardiac CT

—

Assessments

76




Integrating existing KGs

fllly Institute

1 University
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Problem Definition

KG type-2 Hierarchy

insulin human diabetes glucose metabolism disease

diabetes

approvedFor = |« .
PP mellitus

——
-
-~
-~
-~

hyperglycemia

glucose
intolerance

HNF4A MODY1 MODY14

( )drugentity () gene entity | Idisease entity [ Idisease term
—> semantic edge < —»entity-term alignment — subTypeOf

Definition of Biomedical Knowledge Fusion (BKF)

Given aKG G = (E,R,ET), and a hierarchy H = (T, TP), a set of pre-aligned entity-term pairs
[eq, to]X 1, and a set of unaligned entities [ey, ey, ...,ey] € G.
The goal is to link each unaligned entity to the hierarchy:

LK = {(ei,tj) | e; S g, tj S j’[}

Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting.” Proceedings of the 46th International ACM 78
SIGIR Conference on Research and Development in Information Retrieval. 2023.

M <« N in BKF!



HiPrompt

- A few-shot BKF framework via Hierarchy-Oriented Prompting

- We formulate the BKF problem as a ranking problem, and utilize the
classic retrieve and re-rank approach

- unsupervised retriever
- few-shot re-ranker

Entity query
from KG

BM25 w/ attribute- > -
structure expansion candidates |LLM w/ hierarchy contex

Termpool T Ranked links
. H NN K
from hierarchy H [ei, ti]j=1

Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting." Proceedings of the 46th International ACM

7/

| A ¥
. 3 4 ()
| letrleveréé Top-K Re-Ranker

;"

Rank the terms in the choices according to the similarity between them and the
entity in the query. (Task Description)

s “NFL”?
: “English Football League”; “National Football League”.

Answer: 1.“National Football League”; 2.“English Football League”.
(Pseudo Demonstration)

: “Prostatic Neoplasms™?
: “prostatic hypertrophy”; “prostate angiosarcoma”; “prostate cancer”.

b

Contexts: prostatic hypertrophy isA prostate disease. prostate angiosarcoma

ISA prostate sarcoma. prostate cancer isA prostate disease. ...
(Test Prompt w/ Hierarchy Context)

Answer:
1."prostate cancer"; 2."prostate angiosarcoma'; 3."prostatic hypertrophy".
Nh Ntz Nis (Response by LLM)

79

SIGIR Conference on Research and Development in Information Retrieval. 2023.




Benchmark Datasets

Dataset Source | #Disease #Entities | #Links
sorcna | SPKG 841 19,416 635
“ 1 DzHi 11,159 11,159 635
SB.Doggi | TEPODB | 2,074 3,646 709
FepOLETEEL L DzHI 11,159 11,159 709

Table 2: Statistics of the KG-H1i-BKF benchmark.

Scan to download

Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting." Proceedings of the 46th International ACM
SIGIR Conference on Research and Development in Information Retrieval. 2023.



Main Experimental Results

Settin Model SDKG-DzHi repoDB-DzHi
& Hits@1 Hits@3 nDCG@1 nDCG@3 WuP MRR | Hits@1 Hits@3 nDCG@1 nDCG@3 WuP MRR
Edit Dist 65.51 70.39 68.08 50.82 85.53  68.69 68.69 71.37 71.71 54.15 85.21 70.71
BM25 73.07 87.40 77.56 63.01 91.97 81.06 59.38 74.75 70.33 64.51 90.71 638.834
LogMap 75.75 79.06 76.97 54.82 85.06 77.38 86.60 87.73 87.38 60.79 91.68 87.09
Zero-shot PARIS 22.68 22.68 23.15 16.13 43.85 22.68 6.35 6.35 6.42 4.44 32.28 6.35
AML OOM OOM OOM OOM OOM OOM 78.00 78.56 78.67 54.90 86.02 78.26
SapBERT 69.61 87.24 76.38 63.86 93.78  78.97 75.04 90.69 81.24 73.51 94.25 83.61
SelfKG 57.95 69.45 58.98 47.29 74.25 64.70 72.78 81.10 75.95 63.78 88.41 77.71
HiPrompt | 90.79 93.08 91.57 77.00 96.74 92.13 | 88.01 91.26 90.70 82.85 97.06 90.64
SapBERT 69.56 87.22 76.34 63.84 93.29 78.93 75.00 90.68 81.21 73.51 94.13 83.59
One-shot MTransE 0.0 0.16 0.0 0.05 35.09 0.16 0.0 0.28 0.14 0.27 28.89  0.37
HiPrompt | 92.11 95.11 93.53 77.63 97.25 93.91 | 88.28 91.53 90.61 81.31 96.39 90.28
Table 1: Main experiment results (in percentages).
81

Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting." Proceedings of the 46th International ACM

SIGIR Conference on Research and Development in Information Retrieval. 2023.



Ablation Studies

Expan. SDKG-DzHi repoDB-DzHi
Hits@5 Hits@10 Hits@20 | Hits@5 Hits@10 Hits@20
Name 88.66 89.61 90.55 85.05 88.72 90.27
+Atr. 94.96 96.85 98.11 89.00 92.52 95.20
+Str. 90.08 90.71 91.81 88.15 90.27 92.24
+Atr.+Str. | 96.85 97.64 98.74 91.11 93.65 95.63

Table 3: Retriever with various expansion strategies.

SDKG-DzTaxo repoDB-DzTaxo

LIMs | Hits@1 Hits@3 MRR Hits@l Hits@3 MRR

One-shot (prompt w/o Hi. Context)
GPT-3 91.80 94.32 93.45 87.85 91.24 89.92
GPT-JT 75.08 86.44 81.80 58.33 69.77 66.42
OPT-6.7B 68.93 80.44 76.38 60.73 73.59 69.33

One-shot (prompt w/ Hi. Context)
GPT-3 92.11 95.11 9391  88.28 91.53 90.28
GPT-JT 80.76 93.69 87.45 69.07 82.91 77.24
OPT-6.7B 72.40 84.86 79.64 63.70 77.68 72.41

Table 4: Re-ranker with various LLMs and prompts.

Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting." Proceedings of the 46th International ACM 82
SIGIR Conference on Research and Development in Information Retrieval. 2023.



Case Study

SDKG-DzHi :
disease of anatomical entity yndig disease disease of
anatomical
Query | s T Query entity
" Immune, —_—
immune system short stature- sgort 2
suppression = disease anuriad obesity syndrome SYndrome
- short bowel
brain & syndrome 4
compression y
repoDB-DzHi
anthrax disease disease of disease discase by
w _ _ Query metab infectious
. . cos w— agent
lnhalt?]tlonal inhalation injection typhus, epidemic ’
anthrax anthraxA A anthrax A Louse-Borne _ )
epidemic
o ! typhus a
iDdlsease entity | |disease term  — subTypeOf : endemic A riI!-ZinsseAr
| A HiPrompt A BM25 A EditDist | goiter A disease

Lu, Jiaying, et al. "Hiprompt: Few-shot biomedical knowledge fusion via hierarchy-oriented prompting." Proceedings of the 46th International ACM
SIGIR Conference on Research and Development in Information Retrieval. 2023.



Biomedical Concept Link

- The cross-source biomedical linking task is challenging due to
discrepancies in the biomedical naming conventions used in different

systems.

Source A: EHR

Patient: John Visit date: 07/25/20
Diagnosis: Chondroectodermal dysplasia

<=

Patient: Jennifer Visit date: 07/03/18
Diagnosis: Ankylosing vertebral hyperostosis

Disease O Gene
concept concept

A Drug

concept

5 Semantic
edge

~ Concept
<" linking

Source B: Biomedical KG

-,

v

Ellis-van Creveld

syndrome
is a associates

Syndrome EVC

-

Diffuse idiopathic
skeletal hyperostosis

treats Etidronic
acid

.

Calcinosis

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th
International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



PromptLink

Concepts from

Concepts from
Source A Source B
Chondroectodermal Ellis-Van Creveld syndrome,
dysplasia, ... Czech dysplasis, ...
\\ / First
SAPBERT Concept | stage
L representation | |
" ::
Candidate
" | Second

p
Cosine <f
similarity | generation 3
v ' /| stage
YK

GPTA @ Linking
_ prediction

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.
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Concept Representation

-

Concepts from  Concepts from

N

~

Source A Source B
Chondroectodermal Ellis-Van Creveld syndrome,
dysplasia, ... Czech dysplasis, ...

/

g
SAPBERT 833 Concept
K L represelntatlon )
C V.
Cosine i Candidate
similarity L generation
v
GPT-4 @ L|n_k|r_19
prediction

After pre-processing text by lowercasing
and removing punctuation, we use a pre-
trained LM (specifically SapBERT), to
create embeddings for concepts.

For concepts that span multiple tokens, the
token-level embeddings are averaged to
create the concept embedding.

h,, = PLM(m), m as EHR concept.
h. = PLM(c), c as KG concepit.

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th
International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Candidate Generation

- For candidate generation, we compute

Concepts from  Concepts from
cosine similarity S between pairs of EHR

Source A Source B
Chondroectodermal Ellis-Van Creveld syndrome, concept embedding h,,, and KG concept
dysplasia, \ Czechd/ysplasis, embedding hc-
4 ) ° I I
S APBERT Concept Given each input query EHR concept m, We
representation select the top-K (K=10) KG concepts
- 3 « [cy, Ca, ..., Cx] With the highest similarities as
Cosine i  Candidate | candidates for further GPT-based linking
similarity generation prediction.
J,
" )
GPTA @ Linking S = cos(h,,, h,)
prediction |

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th
International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Link Prediction

First-stage prompt: Choose from K candidates; Repeat n times
“Chondroectodermal dysplasia” and “Ellis-van Creveld syndrome™ refer to

Concepts from  Concepts from
Source A Source B . ectoderina Gvsp?
Chondroectodermal Ellis-Van Creveld syndrome, © Same Trem, 15 1 comeer? -
dysplasia, \ Czechd;plasm, Response by LLM: Yes, ...
First Filtered candidates: Ellis-van Creveld syndrom, Czeech-dysplasis, ...
SAPBERT Concept | stage
representation .'
U :’ Second-stage prompt:Choose from K7 filtered candidates; Repeat n times
) s What’s the relationship between “Chondroectodermal dysplasia” and
Cosine Candidate Ir' candidates in [“Ellis-van Creveld syndrome”...]? Check the generated
similarity g eneration [ ( Second relationships, output the closest candidate or “nothing”.
\ H
' 4 f.-'k stage Response by LLM: Relationship for candidates are [“exact match”, ...].
', The linking answer is “Ellis-van Creveld syndrome”.
Final prediction: Ellis-van Creveld syndrome.

GPTA @ Linking |
_ prediction
88

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Prompt Design

- Inthe first stage, the LLM is

prompted to check if a concept pair a
(my, ¢;) should be linked.

« To improve the prompt response
guality, we adopt the self-
consistency prompting strategy that \

~

First-stage prompt: Choose from K candidates; Repeat n times
“Chondroectodermal dysplasia” and “Ellis-van Creveld syndrome” refer to
the same item, is it correct? ...

Response by LLM: Yes, ...

Filtered candidates: Ellis-van Creveld syndrom, Czeeh-dysplasis, ... /

repeatedly prompts the same
guestion to the LLM multiple (n=5)
times, thus obtaining the belief

score B; ;.

number of “yes”

I,j — n

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th

Second-stage prompt:Choose from K7 filtered candidates; Repeat n times
What’s the relationship between “Chondroectodermal dysplasia” and
candidates in [“Ellis-van Creveld syndrome”...]? Check the generated
relationships, output the closest candidate or “nothing”.

Response by LLLM: Relationship for candidates are [“exact match”, ...].
The linking answer is “Ellis-van Creveld syndrome”.

Final prediction: Ellis-van Creveld syndrome.

89

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Prompt Design

- Considering the belief scores

across different candidates, we 4 O\
deri h . fil First-stage prompt: Choose from K candidates; Repeat n times
erive a comprenhensive Ti ter “Chondroectodermal dysplasia” and “Ellis-van Creveld syndrome” refer to
strategy to exclude irrelevant the same item, is it correct? ...
candidates, using parameter z (set Response by LLM: Yes, ..
as 0.8 X Tl). K Filtered candidates: Ellis-van Creveld syndrom, Czech-dysplasis, ... /
« Ifmax(B_(i,1), ..., B_(i,K)) 2 1, this
Indicates some candidates closely Second-stage prompt:Choose from K filtered candidates; Repeat n times
: : What’s the relationship between “Chondroectodermal dysplasia” and
a“gn with the query COncept. candidates in [“Ellis-van Creveld syndrome”...]? Check the generated
relationships, output the closest candidate or “nothing”.
Response by LLM: Relationship for candidates are [“exact_match”, ...].
The linking answer is “Ellis-van Creveld syndrome”.
Final prediction: Ellis-van Creveld syndrome.

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 90
International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Prompt Design

- In the second stage, the LLM

evaluates the candidates , , ,
First-stage prompt: Choose from K candidates; Repeat n times

[Clr Coyevny Cg ] retained from the first “Chondroectodermal dysplasia” and “Ellis-van Creveld syndrome” refer to
1 the same item, is it correct? ...

stage’s filtering process.
Response by LLM: Yes, ...

« In this stage, we also use the self-
consistency strategy that prompts \

one queStlon for the samen = 5 /Second-stage prompt:Choose from K filtered candidates; Repeat n times

times. What’s the relationship between “Chondroectodermal dysplasia” and
candidates in [“Ellis-van Creveld syndrome”...]? Check the generated
relationships, output the closest candidate or “nothing”.

Filtered candidates: Ellis-van Creveld syndrom, Czeeh-dysplasis, ...

Response by LLLM: Relationship for candidates are [“exact match”, ...].
The linking answer is “Ellis-van Creveld syndrome”.

Final prediction: Ellis-van Creveld syndrome.

. /

91

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th
International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Prompt Design

« We calculate the occurrence

frequency fl’f for answers in First-stage prompt: Choose from K candidates; Repeat n times

[C cr ] U [ NI L] and retrieve “Chondroectodermal dysplasia” and “Ellis-van Creveld syndrome” refer to
1,42, VK the same item, is it correct? ...

the final linking result for query

] Response by LLM: Yes, ...
EHR concept mi.

Filtered candidates: Ellis-van Creveld syndrom, Czeeh-dysplasis, ...

- If fi N1 ,0.5 < this indicates a high

probability that none of the /

candidates are appropri ate What’s the relationship between “Chondroectodermal dysplasia” and
candidates in [“Ellis-van Creveld syndrome”...]? Check the generated

relationships, output the closest candidate or “nothing”.

« Otherwise, the candidate c_j with

Second-stage prompt:Choose from K filtered candidates; Repeat n times\

Response by LLLM: Relationship for candidates are [“exact match”, ...].
The linking answer is “Ellis-van Creveld syndrome”.

the highest frequency f (i,j) is

decided as the final linking result

Final prediction: Ellis-van Creveld syndrome.

.

/

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th 92
International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Concept Linking Experiment Results

Table 1: Comparison of the zero-shot accuracy for different

methods on MIID and CISE.

Method

Acc-MIID Acc-CISE

PromptLink outperforms

Cosine Distance 0.2981 0.2907 competing approaches across
Jaccard Distance 0.2123 0.3280 both datasets in terms of zero-
Levenshtem D1.stance 0.1995 0.3033 shot accuracy, underscoring
Jaro-Winkler Distance 0.3141 0.3693 .
the superiority of our LLM-
BM25 0.4722 0.3993 -
BioBERT 0.3423 0.5280 based concept linking
BioClinicalBERT 0.3007 0.5007 methodology.
BioGPT 0.3530 0.5093
BioDistilBERT 0.4240 0.5293
KrissBERT 0.5265 05787
ada002 0.5968 0.6773
SAPBERT 0.7213 0.8167
PromptLink 0.7756 0.8880
>&é, g(t]zhang,_et al. "Pror_nptLink: Leveraging Iz;rge language models_f(;r cross-soJrce k;iomédical concept linking." Proceedings of the 47th 93

International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.



Case Studies

- Three scenarios are presented: (1) concepts assessed by both ground-truth labels and
a clinician; (2) concepts evaluated by a clinician due to missing ground-truth labels; (3)
Irrelevant concepts judged by a clinician. Overall, PromptLink could link biomedical
concepts more accurately and appropriately.

Table 3: Analyzed cases.

ID EHR Concept PromptLink’s Prediction SAPBERT’s Prediction
I  Chondroectodermal dysplasia Ellis-van Creveld syndrome = Cranioectodermal dysplasia
II Dermatophytosis of hand Tinea manuum = Hand dermatosis
11 Late syphilis, unspecified Tertiary syphilis < Secondary syphilis
IV Hypopotassemia Hypokalemia < Hypocupremia nos
A Epidemic vertigo Vestibular neuronitis < Vertigo
VI Postprocedural fever Postoperative complications = Postcardiotomy syndrome
VII  Acquired cardiac septal defect Heart septal defect = Atrial heart septal defect
VIII Height of bed NIL & Binge eating disorder
IX Level one NIL = Glaucoma 1 open angle
Note: “©7 indicates this prediction is justified by the clinician. “ 7 indicates this prediction is

justified by the ground-truth label.

Xie, Yuzhang, et al. "PromptLink: Leveraging large language models for cross-source biomedical concept linking." Proceedings of the 47th
International ACM SIGIR Conference on Research and Development in Information Retrieval. 2024.
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Constructing and Completing KGs

KGs require both quality and coverage
KGs can include erroneous and inconsistent knowledge
KGs are “small”

New knowledge is constantly generated, making existing knowledge
Inaccurate and incomplete



(1) SCiERC

‘We have implemented a restricted domain parser called Plume.

[we, IMPLEMENTED., restricted domain parser called Plume]
[restricted domain parser, HYPONYM-OF, natural language parser]
[Plume, PART-OF, restricted domain parser]

(2) Re-TACRED

The two projects -- a trachoma prevention plan and a cooking oil plan --
are jointly organized by the New York-based Helen Keller International
-LRB- HKI -RRB-, the United Nations Children's Fund and the World
Health Organization, the spokesman said, adding that the HKI will
implement the two programs using funds donated by Taiwan.

[two projects, org:organized_by, Helen Keller International,
UNICEF, World Health Organization]

[two projects, org:implemented_by, Helen Keller International]
[two projects, org:funded_by, Taiwan]

Traditional Text-based Prompting

(3) DulE2.0

B RIAA EARE « B R RS2 2008 A it sb AR 42 AT B A
Kl A A Ao T 20095 b £ B Ao dh ok 00 X A AR

George Wilcombe was selected for the Honduras national team in 2008,
and he participated in the 2009 North and Central America and Caribbean
Gold Cup with the team

() Translation

[fri& » AR, B RINEE, Adpdndasn B €]
[47i& « BU/RBAS, Ao, 20095 F 4k & Bho$h b ik B £ 47 5]
[fri& « BRELE, Sdo, #ALATE A
[20084, Ak, 75 « L RARME]

[2009-F o Ak % A Ao $h b i 2 X 24758, S,
ERCRE- %Y 1 1N

[George Wilcombe, National Team Career, Selected for
Honduras National Team]

[George Wilcombe, Participated, 2009 North and Central
America and Caribbean Gold Cup]

[George Wilcombe, Participated, Honduras national team]
[George Wilcombe, Participated, Honduras national team]
[2008, Selected, George Wilcombe]

[2009 North and Central America and the Caribbean Gold Cup,
Participated, George Wilcombe with the team]

() Translation

[George Wilcombe, Nationality, Honduras]

[George Wilcombe, Date of inception, 2008]

[George Wilcombe, Awards, 2009 North Central American
and Caribbean Gold Cup]

K () Translation

Zhu, Yuqi, et al. "LIms for knowledge graph construction and reasoning: Recent capabilities and future opportunities.” World Wide Web 27.5 (2024): 58.
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Traditional Text-based Prompting

Model Knowledge Graph Construction Knowledge Graph Reasoning
| DulE2.0 Re-TACRED SciERC MAVEN | FB15K-237 ATOMIC2020 FreebaseQA MetaQA

Fine-Tuned SOTA | 69.42 91.4 53.2 68.8 | 324 46.9 79.0 100
Zero-shot

text-davinci-003 11.43 9.8 4.0 30.0 16.0 15.1 95.0 33.9

ChatGPT 10.26 15.2 4.4 26.5 24.0 10.6 95.0 52.7

GPT-4 31.03 15.5 7.2 34.2 32.0 16.3 95.0 63.8
One-shot

text-davinci-003 30.63 12.8 4.8 25.0 2.0 14.1 95.0 49.5

ChatGPT 25.86 14.2 5.3 34.1 32.0 11.1 95.0 00.0

GPT-4 41.91 22.9 9.1 30.4 40.0 19.1 95.0 06.0

Zhu, Yuqi, et al. "LIms for knowledge graph construction and reasoning: Recent capabilities and future opportunities."” World Wide Web 27.5 (2024): 58. 97



Traditional Text-based Prompting

- KC-GenRe re-ranks Top-3 candidates predicted by the first-stage KGE
model through LLMs for a given query (e, 7,7).

query (e, r, 7 ) : (Jackie Chan, played in movie, ?) ground truth text

KG

(known facts) =

contextual prompts
retrieval

Query-related prompt:

(Jackie Chan, played in movie, New Police Story)
Candidate-supporting prompt:

(Donnie Yen, played in movie, Ip Man)

+ » C A B

KGE model | Msh > st > sk r;ﬁi;
candidate- 4
. . . candidate ., .
rankin entity name  score identifier interaction §
Top-3 1 Police Story 36| C pE > pe > pg Predicted 1
candidates Ip Man 251 A ranking

3 |King of Comedy 19| B
input construction #

Task instruction: ... output a ranking of these candidates.

Query: Jackie Chan played in movie 7

Candidate answers:,~ ~ """
A.|Jackie Chan played in movie|lp Man|?
B./Jackie Chan played in movie [King of Comedy|?

—»{ Generative LLMs 1

b

C.lJackie Chan played in movie/Police Story|?
"y

query-candidate interaction

Wang, Yilin, et al. "KC-GenRe: A knowledge-constrained generative re-ranking method based on large language models for knowledge graph 98
completion." arXiv preprint arXiv:2403.17532 (2024).



Traditional Text-based Prompting

I
Model Wiki27K FB15K-237-N
MRR Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10
TransE' (Bordes et al.. 2013) 0.155 0.032 0.228 0.378 0.255 0.152 0.301 0.459
TransCt (Lv et al., 2018) 0.175 0.124 0.215 0.339 0.233 0.129 0.298 0.395
ConvE' (Dettmers et al., 2018) 0.226 0.164 0.244 0.354 0.273 0.192 0.305 0.429
wWwv' (Veira et al.. 2019) 0.198 0.157 0.237 0.365 0.269 0.137 0.287 0.443
TuckER (Balazevic et al., 2019) 0.249 0.185 0.269 0.385 0.309 0.227 0.340 0.474
RotatE’ (Sun et al., 2019) 0.216 0.123 0.256 0.394 0.279 0177 0.320 0.481
KG-BERT' (Yao et al., 2019) 0.182 0.119 0.219 0.352 0.203 0.139 0.201 0.403
LP-RP-RR' (Kim et al.. 2020) 0.217 0.138 0.235 0.379 0.248 0.155 0.256 0.436
PKGC! (Lv et al.. 2022) 0.285 0.230 0.305 0.409 0.332 0.261 0.346 0.487
KC-GenRe 0.317 0.274 0.330 0.408 0.399 0.338 0.427 0.505
Model ReVerb20K ReVerb45K
MRR MR Hits@1 Hits@3 Hits@10 | MRR MR Hits@1 Hits@3 Hits@10
TransE (Bordes et al., 2013) 0.138 1150.5 0.034 0.201 0.316 0.202 18895 0.122 0.243 0.346
ComplEx (Trouillon et al., 2016) 0.038 4486.5 0.017 0.043 0.071 0.068 5659.8 0.054 0.071 0.093
R-GCN (Schlichtkrull et al., 2018) 0.122 1204.3 - - 0.187 0.042 2866.8 - - 0.046
ConvE (Dettmers et al., 2018) 0.262 1483.7 0.203 0.287 0.371 0.218 3306.8 0.166 0.243 0.314
KG-BERT (Yao et al., 2019) 0.047 4204 0.014 0.039 0.105 0.123 13258 0.070 0.131 0.223
RotatE (Sun et al., 2019) 0.065 2861.5 0.043 0.069 0.108 0.141 30334 0.110 0.147 0.196
PairRE {Chao et al., 2021) 0.213 1366.2 0.166 0.229 0.296 0.205 2608.4 0.153 0.228 0.302
ResNet (Lovelace et al., 2021) 0.224 22584 0.188 0.240 0.292 0.181 39289 0.150 0.196 0.242
BertResMNet-ReRank (Lovelace et al.. 2021) | 0.272 12456 0.225 0.294 0.347 0.208 27734 0.166 0.227 0.281
CaRe (Gupta et al., 2019) 0.318 973.2 - - 0.439 0.324 1308.0 - - 0.456
OKGIT {Chandrahas and Talukdar, 2021) 0.359 5271 0.282 0.394 0.499 0.332 773.9 0.261 0.363 0.484
OKGSE (Xie et al.. 2022a) 0.372 487.3 0.291 0.408 0.524 0342 77141 0.274 0.371 0.473
CEKFA (Wang et al., 2023b) 0.387 416.7 0.310 0.427 0.515 0.369 884.5 0.294 0.409 0.502
KC-GenRe 0.408 4108 0.331 0.450 0.547 0.404 874.1 0.332 0.444 0.534

Wang, Yilin, et al. "KC-GenRe: A knowledge-constrained generative re-ranking method based on large language models for knowledge graph
completion." arXiv preprint arXiv:2403.17532 (2024).



Code-based Instructions

- Code LLMs, designed for processing structured data like programming
code, naturally align with the hierarchical and relational nature of KGs

mikhail alekseyevich belyaev (russian: ; december 23, 1863 -
1918) was a russian general of the infantry, statesman, chief
of staff of the imperial russian army from august 1, 1914 tfo
august 10, 1916, and was the last minister of war of the
russian empire from january 3, 1917 to february 28, 1917

. Triple Relation
Date of -— S
death \ ‘ Entity
./'/ \
Allegiance s
Position held

‘Ol January 1918"

‘ “mikhail belyaev" ‘ “minister of war"

Programming
Languages

class Extract:
def __init__ (self, triples: List[Triple] = []):
self.triples = triples

# Structure Generation

Person("Lee Mitgang"), RelCwork for”), 0RG(AP) /"

Person("Wkhatl belyser"), Rel("allegionce”), ORG("russian army")) V

\ Person("Barack Obama®), Rel(Lve in"), LOcCuUsA) X

- \

@

S~

f\\ GPT-3

CODEX @

Language Models /

C

Re-structured by Code

Bi, Zhen, et al. "Codekgc: Code language model for generative knowledge graph construction.”" ACM Transactions on Asian and Low-Resource

Language Information Processing 23.3 (2024): 1-16.



Code-based Instructions

- The original natural language is converted into code formats and then fed into the code

LM which is guided by a specified task prompt. They use schema-aware prompt to

preserve the relations, properties, and constraints in the knowledge graph.

Schema Prompt

class Rel:

def __init__ (self, name: str):

self.name = name
class Entity:

def __init__(self, name: str):

self.name = name

e 288

class Work_for(Rel):
def __init_ (self, name: str):
self.name = name \
class person(Entity):
def __init_ (self, name: str):
super.__init__(name=name)

class Triple:
def __init_ (self, head, relation,
self.head = head
self.relation = relation
self.tail = tail

class Extract:
def __init_ (self, triples): ‘//
self.triples = triples

Base
Definition

Schema
Information
tail):

T T

In-context Prompts

" "U,S. decision-makers should understand that the signals
they send today will have major ramifications for the Israeli
approach to the Arrow program," says Marvin Feuerwerger in a
1991 study for the Washington Institute for Near East Policy.

Rationales (optional)

# The candidate relations in this sentences

# Rel('Work for')

# The candidate entities in this sentences

# organization('Washington Institute for Mear East Policy’)

extract = Extracti[
Triplelperson{'Marvin Feuerwerger'), Rel{'Work for'},
arganization{'Washington Institute for Near East Policy')),
1)

Task Prompt

" Very strong south winds accompanied the storm system , with 58-to 70-mph
wind gusts reported near Grande Isle and St. Albans , VWt. , blowing down a
large radio tower and causing several power gutages.

Mode Output

# The candidate relations

Rell-} . Rationale Generation
# The candidate entities

Personi..)

extract = Extract{[Triple{ .., .., .}, Triple( .., ., .}, Triplel.}])

Bi, Zhen, et al. "Codekgc: Code language model for generative knowledge graph construction.”" ACM Transactions on Asian and Low-Resource

Language Information Processing 23.3 (2024): 1-16.
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Code-based Instructions

Language Information Processing 23.3 (2024): 1-16.

I L —— —— I
Prenatal cyftomegalow#us (CMV) intagtion associated
with severe brain damage was detecteMjn an infant
whose mother had jbeen treated with prednisolone and
azathioprine for sygtemic lupus erythematosus (SLE) .
Dataset
CodeKGC
Comparable SOTA ADE  CONLL04  SciERC -
Zero-Shot UIE [16] 24.3 16.1 10.3 Prenatal cytomegalovirus (CMV) infection associated
Vanilla Prompt (text-davinci-002) 41.2 18.4 12.2 with severe brain damage! was detected in an infant
Vanilla Prompt (text-davinci-003) 417 30.5 18.1 whose mother had been treated with prednisolone and
CodeKGC (text-davinci-002) 125 (113) 358 (1174) 15.0(128) | cxefhioprine for systemic lupus eryfhematosus (SLE)
CodeKGC (text-davinci-003) 43.7 (12.0) 416 (111.1) 19.5 (11.4) Vanillar Prompt
Few-Shot _UE [16] 50.3 39.0 19.2 > 3
ew-510 Vanilla Prompt (text-davinci-002) 45.7 28.2 14.1 Prenatal cytomegalovirus (CMV) infection kssocicﬁed with
Vanilla Prompt (text-davinci-003) 58.8 43.2 18.8 severe brain damage p was detected in arkinfant whose
— ' —— : mother had been ftreated with prednisolone and
CodeKGC (text-davinci-003) 64.2 (15.4) 49.6 (T6.4) 24.7 (T5.9)
v CodeKGC
Prenatal cytomegalovirus (CMV) infection associated with
severe brain damage was defected in an infant whose
mother had been treated with prednisolone and
azathioprine for systemic lupus erythematosus (SLE)
"""'--x_,/( Vanillar Prompt
Bi, Zhen, et al. "Codekgc: Code language model for generative knowledge graph construction.”" ACM Transactions on Asian and Low-Resource 102




LLM Fine-tuning for KG Completion

- The knowledge prefix adapter (KoPA) model first pre-trains structural embeddings for the
entities and relations in the given KG and then instruction fine-tune the LLM.

« The structural embeddings of the given input triple will be projected into the textual space
of the LLM by the adapter and serve as prefix tokens in the front of the input sequence.

[T TT] head | LLM
~ Response
, LIITT] relation ﬁ Large Language Model esp
—— I:]:II. gl l
g/ .. | Structural Embeddings  Entity / Relation Embeddings T T I Loss
\x %;/ ,\ , e Instruction: Prefix Prefix  Prefix  Token s.eves Token  Token \:‘olwn
5 .jj N/ @ Given a structured triple \ /
R ol j from a knowledge graph. e - )
e sssssetesos sttt SAASS o Please determine the
ladae Eravh correctness of the triple and 7 AdeTCT‘ Textual Tokens
Knowle ge Grap L 7,. —— |response Yes or No.
Input: T
InpuT Tr'iple #{input triple} 7
(head, relation, tail) Instruction Template
Zhang, Yichi, et al. "Making large language models perform better in knowledge graph completion.” Proceedings of the 32nd ACM International 103

Conference on Multimedia. 2024.



LLM Fine-tuning for KG Completion

UMLS CoDeX-S FB15K-237N
Paradigm | Model ‘ | o7e ‘
Acc P R F1 Acc P R F1 Acc P R F1
TransE [3] 84.49 | 86.53 81.69 84.04 | 72.07 | 7191 7242 7217 | 69.71 | 70.80 67.11 68.91
. DistMult [38] 86.38 | 87.06 86.53 86.79 | 66.79 | 69.67 59.46 64.16 | 58.66 | 58.98 56.84 57.90
Embedding-based
ComplEx [34] 90.77 | 89.92 91.83 90.87 | 67.64 | 67.84 67.06 6745 | 65.70 | 66.46 63.38 64.88
RotatE [31] 92.05 | 90.17 94.41 9223 | 75.68 | 75.66 75.71 75.69 | 68.46 | 69.24 66.41 67.80
PLM-based KG-BERT [40] 77.30 | 7096 9243 80.28 | 77.30 | 7096 92.43 80.28 | 56.02 | 53.47 97.62 67.84
PKGC [23] - - - - - - - - 79.60 - - 79.50
Zero-shot(Alpaca) | 52.64 | 51.55 87.69 6491 | 50.62 | 50.31 99.83 66.91 | 56.06 | 53.32 97.37 68.91
Zero-shot(GPT-3.5) | 67.58 | 88.04 40.71 55.67 | 54.68 | 69.13 16.94 27.21 | 60.15 | 86.62 24.01 37.59
LLM-based ICL(1-shot) 50.37 | 50.25 7534 60.29 | 49.86 | 49.86 50.59 50.17 | 54.54 | 53.67 66.35 59.34
Training-free ICL(2-shot) 53.78 | 52.47 80.18 63.43 | 52.95 | 51.54 9885 67.75 | 57.81 | 56.22 70.56 62.58
ICL(4-shot) 53.18 | 52.26 73.22 60.99 | 51.14 | 50.58 9983 67.14 | 59.29 | 5749 71.37 63.68
ICL(8-shot) 55.52 | 55.85 52.65 54.21 | 50.62 | 50.31 9983 6691 | 59.23 | 57.23 73.02 64.17
KG-LLaMA [41] 85.77 | 87.84 83.05 8538 | 79.43 | 78.67 80.74 79.69 | 74.81 | 67.37 96.23 79.25
LLM-based KG-Alpaca [41] 86.01 | 9491 76.10 84.46 | 80.25 | 79.38 81.73 80.54 | 69.91 | 62.71 98.28 76.56
Fine-tuning Vanilla IT 86.91 | 95.18 77.76 85.59 | 81.18 | 77.01 88.89 82.52 | 73.50 | 65.87 97.53 78.63
Structure-aware IT | 89.93 | 93.27 86.08 89.54 | 81.27 | 77.14 88.40 82.58 | 76.42 | 69.56 93.95 79.94
KoPA | 92.58 | 90.85 94.70 92.70 | 82.74 | 77.91 91.41 84.11 | 77.65 | 70.81 94.09 80.81
Zhang, Yichi, et al. "Making large language models perform better in knowledge graph completion.” Proceedings of the 32nd ACM International 104

Conference on Multimedia. 2024.



Enriching KGs with multi-modality data

Besides textual KGs and online literature, the world is multi-modality and
knowledge should be multi-modality as well

- Aligning general multi-modality foundation models (MMFMs) to real
domain-specific data (e.g., medical data) is challenging due to the lack of
high-quality fine-grained pairs of X-and-text labeled data such as for
Instruction tuning



Visual Knowledge Extraction

.- Images contain rich fine-grained knowledge that complements the textual
knowledge documented In literature

- Existing method on visual knowledge extraction reply on pre-defined
formats or vocabularies, restricting the expressiveness of the extracted

knowledge
- We aim to explore a new paradigm of open visual knowledge extraction

Format Restricted by a fixed knowledge format (e.g., sub-verb-obj tuples) Format-free knowledge

Vocabulary Limited by predefined sets of objects or relations Open-world w/o predefined set

Language Produced knowledge is often limited in language richness to capture Reflect real-word diverse language variety and
fine-grained information capture nuanced details

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing
systems 36 (2023): 23499-23519.



OpenVIK: A New Paradigm

- Leverage pre-trained large multi-modality models by eliciting open visual
knowledge through relation-oriented visual prompting

—> PROMPT —>

Visually Grounded

Input Data

Vision-and-Language Vision-to-Language
Representation Learning || Generative Learning

— o .
Write a romantic message
that goes along this photo.

‘ Image Q-Former i
1 - . ]
[l Encoder Querying Transformer | | |

f ¥
Text

Love is like a sunset, it’s
hard to see it coming but

Queries when it does it's so beautiful. |
Bootstrapping Pre-trained i Bootstrapping Pre-trained
Image Models ' Large Language Models (LLMs)

Pre-Trained Large Vision-Language Model

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 107

systems 36 (2023): 23499-23519.



Diversity-Driven Data Enhancement

- Challenge: long-tail distribution biased to more prevalent relations and
entities

- Two strategies based on an adapted TF-IDF+ score: S = (log(

- Random dropping on low-quality data

- Data augmentation with external knowledge resources
* Non-parametric Knowledge Augmentation: ConceptNet
» Parametric Knowledge Augmentation: COMET Effectively improve training data diversity

and mitigate overfitting

N
1‘+‘fr*0‘fl

)

K - :
TF-IDF+ — +Relation
Training Data KG
N - FRTNE——— a boat rests on water
plane Inalr FJ\e/Itralned _@ the jet in blue sky
l Low crowd stand on ground @ smoke path in air
~—7

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing
systems 36 (2023): 23499-23519.



Open Relational Region Detector

- Unique challenge: detecting regions potentially containing relational
knowledge

- Two adaptations on FasterRCNN:
« Region regression Lrp: object-centric region - higher-order knowledge-centric regions

« Knowledge supervision Li: replace object-centric label classification with regional
knowledge supervision

- Training objective: selected original data  relation enhanced  entity enhanced

I
L, = Lrp + Lx B | Ly
v

> ( Detector

Open Relational Region Detector

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 109
systems 36 (2023): 23499-23519.



Format-free Visual Knowledge Generator

- Conditioning the generator on the detected relational region for better
knowledge grounding

- Architecture: pre-trained vision transformer ViT-B + image-grounded text
decoder of BLIP

- Decoder leverages the detected regional mask as a binary visual prompt
Language model loss: Lmik
. . . . 1
- Penalty term Ly to improve information variety £v =+ > ReLU(—log(1 - (s (Tu, Ts) — ¢)))
1 N,

Prompting (" | arge Multimodality | Ly
Model

ngaX£MLE+(1—Q)X£V

. . L Generated Knowledge
Relation-Oriented Regions MLE Similarity J

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing
systems 36 (2023): 23499-23519.



OpenVik Framework Overview

« OpenVik is designed to extract format-free open visual knowledge with novel entities,
diverse relations, and nuanced descriptive details

\2 ¥ |
selected original data relation enhanced  entity enhanced P
i 1 — +Relation
: b 1 1 LK Trammg Data a boat rests on water
I | the boat on water +Entity
' g4 — | Detector | —> lane in ai
1 Al CC piane in air the jet in blue sky
: Lo crowd stand on ground smoke path in air
| : . .
! Open Relational Region Detector  Inference | TF-IDF+ %UAugmentatmn with External
: . § Random Dropping  KG LLM
: ) Diversity-Driven Data Enhancement
I ; :
| Large Multimodality | £y [— Open Visual Knowledge
I p
1 M‘idel large boat docked at pier Op enVik
1 ) s p—— hi : L
: LyLg : Generated Knowledge _f}{;ﬁﬁjer;;.mgg behind Lsmoffe. . r
: : St uilding blocks across from brave blue water
' |

standing crowd watch as a jet flies high above water

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 111
systems 36 (2023): 23499-23519.



Evaluation on Generated Knowledge

. Generation Performance
« Scene graph generation

* Re I at IONa I Ca pt oni ng Method \ Generation Performance \ In-Depth Knowledge Quality
etno
° Re g | on ca pt | on | N g | BLEUtT ROUGE-Lt METEOR? \ Validityt Conformity? Freshnesst Diversity?
. Closed/Open Scene Graph Generation
 Language generation IMP [52] 0.075 0.123 0.118 0.800 0.823 0.676 0.316
e Neural Motifs [63] 0.229 0.283 0.273 0.822 0.767 0.667 0.349
metrics: BLEU, ROUGE, UnbiasSGG [44] 0.217 0.258 0.194 0.739 0.733 0.666 0.357
METEOR Ov-SGG [17] 0.167 0.210 0.183 0.712 0.633 0.693 0.413
Dense Relational Captioning
MTTSNet+REM [22] | 0.240 0.226 0228 | 0.897 0.852 0.754 0.375
Region Captioning
- In-De pth Knowled J€  DenseCap [20] 0.248 0.245 0.196 0.883 0.843 0.790 0.543
| . Sub-GC [65 0.272 0.263 0.221 0.892 0.871 0.795 0.547
Q uality BLIP [27] 0.264 0.266 0.252 0.886 0.855 0.760 0.531
Validit BLIP2 [2€] 0.275 0.285 0.257 0.892 0.871 0.766 0.535
. —BLIP2 [2€ L0.273 0,892 0.871 0.766 0.535
valiaity Open Visual Knowledge Extraction
« Conformity OpenVik | 0.280 0.283 0250 | 0.907 0.883 0.809 0.619

 Freshness
« Diversity

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 112
systems 36 (2023): 23499-23519.



Comparison with Existing Knowledge Sources

. Non-parametric knowledge in knowledge graphs
. Parametric knowledge Iin pre-trained language models

Non-parametric Parametric
Knowledge Knowledge

Non-parametric Knowledge

Logical Relations Abstract Insights

Parametric Knowledge

Attributes,
Belongings

Descriptive
Elements

Open Visual Knowledge
(OpenViK)

Spatial Details,
Motion Dynamics,
Scene Insights

OpenViK

dog IsA animal (ConceptNet); conceptnet IsA knowledge graph (ConceptNet);

dog HasProperty black (ConceptNet); dog and brown fur covering black (OpenVik)
computer HasA keyboard (ConceptNet); keyboard with computer (OpenVik)
people using light bulbs to illuminate the room; (LLM)

yellow sign in corner (both); black seat attached to bike (both);

three layer cake on table; blue trash can full of garbage next to brown dresser; blue
box sitting beside a sneaky garage; (OpenVik)

people wearing fashionable black hats are skiing; baby elephants walking around
adventurous wood; (OpenVik)

the light shining from bright black background; hanging fan are above tall shelf;
brown chair in the background of the room; (OpenVik)

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 113

systems 36 (2023): 23499-23519.



Ablation Study

- Influence of information variety regularization and diversity-drive data
enhancement

- Influence of pre-training for the open relational region detector
- Influence of data enhancement strategies for training dataset diversity

wio PreDet wio L, wio Drop wio Raug Wi Eaug Full Model
1.0 1.0 1.0 070
0.9 0.9 0.9 06
Dong 08 0.8
S .60
A 0.7 0.7 0.7
0.6 0.6 1.6 0.2
0.5 e g 0.5 n . . 0.5 . 0.50 . .
Validity Conformity Freshness Diversity
. Training Dataset Generate Knowledge
Metrics Visual Genome [24] Relational Caps [22] Diversity Enhanced (Ours) OpenVik (Qurs)
Diversity | 0.589 0.604 0.632 | 0.619

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 114
systems 36 (2023): 23499-23519.



Case Studies

OpenVik:

O blue post attached to wall with white letter
the open window to snowy ground
wood box full of different size of orange
white banner on a building with letter o
blue box sitting beside a sneaky garage
a orange covered with ice and green leaves

Visual Genome-Scene Graph:
<drink, in, cooler>

<orange, in, box>

<banner, on, building>

<item, on, table>

Visual Genome-Region Descriptions:
oranges in a wood thing

green leaves on oranges

red writing on a white sign

drink in red cooler

Relational Caps:

snow-covered oranges in wood thing
the frost on snow-covered oranges
green leaves on snow-covered oranges
red writing on white sign

OpenVik:

(1 striped mane belongs to grazing zebra
zebra with striped ears eating green grass
white stripe adorning leg
dark brown mane growing behind head
grass everywhere surround standing zebra
black nose above green lively grass

Visual Genome-Scene Graph:
<hair, on, head>

<zebra, eat, grass>

<eye, on, zebra>

<grass, on, ground>

Visual Genome-Region Descriptions:
black and white striped leg

light shining on the zebra

thin line of black hair

two zebras grazing in the grass

Relational Caps:

sticking up ear of grazing zebra
black eye of eating zebra
grazing zebra in green grass
the muzzle of grazing zebra

Cui, Hejie, et al. "Open visual knowledge extraction via relation-oriented multimodality model prompting." Advances in neural information processing 115

systems 36 (2023): 23499-23519.



Visual Knowledge Extraction for Healthcare

Medical Images contain rich details in assisting disease diagnosis, interpretation and intervention.

~ Fallopian tube

/ Urinary bladder
Vagina

Pubic bone

Clitoris
Urethra
Labium Minora
Labium Majora

A%

Combined CT-PET Scan

Pathology Slide PET Scan ICU Camera Anatomy Diagram
| 2 | 2 2 g
Cellular Detail Metabolic Information Patient Behavior Anatomical Structure

By applying open visual knowledge extraction to the medical domain, we can unlock new insights and support clinical decision-making in
powerful ways.

Cui, Hejie, et al. “Biomedical visual instruction tuning with clinician preference alignment.” Advances in neural information processing systems (2024). 116



Biomed-VITAL

Stage 1: Data Generation Stage 2: Data Selection Stage 3: Instruction-Tuning
| Clinician Selected JJ ® ( v ) Dselected Instruction Tuning
. — b
Demonstrations T >
vatution |27 | Hien
Prompting l Preference Preference
g . . /‘ i \
Generate Multimodal Instruction- Downstream Evaluation
Following Dataset with GPT-4V * Open-ended Medical Visual Chat
User: You are an Al assistant specialized in a1 ‘ Selection Model 'E’ Conve.:rsation
biomedical domains. You are provided with a figure Dist atlonl % Description
and corresponding text descriptions. Below are - I
requirements and few-shot samples for generating ... [ Preference Mixture : * Established VQA Benchmark
[Demonstration Cases| gen | I v VQA-RAD
Assistant : Is there a part of the brain that @ 'S £ a'ardl v" SLAKE
z |
Lparncufarfy shows ... J : _mi del _v}_ah_u man I \ v" PathVQA )

Cui, Hejie, et al. “Biomedical visual instruction tuning with clinician preference alignment.” Advances in neural information processing systems (2024). 117



Stage 1: Data Generation

Diverse few-shot demonstration selection

o Sample from K clusters to ensure the diversity of the
clinician annotation for the generator

Instruction-following data generation with
GPT-4V

e Incorporate visual input and clinician-annotated few-shot
demonstrations

Raw dataset

e Image-text pairs from the PMC-15M dataset to generate
multi-round QA instructional data

Clinician Selected H
Demonstrations

Prompting l

Generate Multimodal Instruction-
Following Dataset with GPT-4V @

User: You are an Al assistant specialized in
biomedical domains. You are provided with a
biomedical figure and corresponding text
descriptions. Below are requirements and few-shot
samples for generating ...

LVM: Is there a part of the brain that particularly

shows ...
.

Cui, Hejie, et al. “Biomedical visual instruction tuning with clinician preference alignment.” Advances in neural information processing systems (2024). 118




Stage 2: Data Selection

Preference data from two resources:
. Human preference: clinician annotation, limited but high quality

. Model preference: GPT-4V ratings based on clinician criteria, scalable
complement

Preference distillation:

. Selection model training: pairwise ranking objective

. Adaptive preference mixing strategy (24, 2) = { E(lJ,(il), Ri > ’R,j:

Lo = —w; j (zilogo (f(z:)) + z; logo (f(z;)))

Cui, Hejie, et al. "Biomedical visual instruction tuning with clinician preference alignment.” Advances in neural information processing
systems (2024).



Stage 3: Instruction-Tuning

. Continue training the LLaVA model on our curated instruction-
following dataset

4 )
Downstream Evaluation
* Open-ended Medical Visual Chat
¢ Conversation
¢ Description
— * Established VQA Benchmark

Medical Instruction
Tuning

o v’ VQA-RAD
v' SLAKE
v' PathVQA
\___ J
Cui, Hejie, et al. "Biomedical visual instruction tuning with clinician preference alignment.” Advances in neural information processing 120
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Experimental Results

I
Question Types Domains
. - — - Overall
Model Data Size Conversation  Description CXR MRI  Histology  Gross CT
(#:143) (#: 50) (#: 37) (#:38) (#: 44) (#:34) (#: 40) (#: 193)

LLaVA-Med N 58.53 56.16 43.97 51.19 60.01 86.49  50.63 57.92
BioMed-VITAL Top 10% xN 64.11 60.05 56.35 52.57 59.02 87.60 62.82 63.06
BioMed-VITAL Top 50% *N 65.95 64.26 55.75 55.57 60.96 94.06 64.70 65.51
BioMed-VITAL Top 80% xN 68.50 67.65 55.24  58.73 62.65 101.88 67.05 68.28
BioMed-VITAL N 69.73 65.51 59.22 57.39 67.15 99.26  63.63 68.63
Model Ablation
BioMed-VITALA? N 65.38 60.63 63.48  53.82 57.32 9230 58.16 64.15
BioMed-VITALA! N 67.82 59.48 59.68  53.98 60.34 97.89  60.74 65.66
BioMed-VITALA? N 67.53 62.78 60.64  54.62 61.07 08.27 61.21 66.30

Model VQA-RAD SLAKE PathVQA

oce Ref Open Closed Ref Open Closed Ref Open Closed

Supervised fine-tuning results from models based on LLaVA (model size, training sample size)

LLaVA (7B) 50.00 65.07 78.18 63.22 7.74 63.20

LLaVA-Med (7B, 60k) 61.52 84.19 83.08 85.34 3795 91.21

LLaVA-Med (13B, 60k) 64.58 77.94 84.97 85.58 38.82 9239

BioMed-VITAL (7B, 60k) 63.46 84.71 85.41 87.26 38.96 92.39

BioMed-VITAL (13B, 60k) 64.88  84.55 87.82 86.54 39.71 9141

BioMed-VITAL (13B, 150k) 69.72 84.86 91.69  90.70 39.89 9242

Literature-reported results from representative SoTA methods

MMQ [9] 53.70 75.80 13.40 84.00

Prefix T. Medical LM [40] 84.30 82.01 40.00 87.00

PubMedCLIP [10] 60.10 80.00 78.40 82.50

BiomedCLIP [46] 67.60 79.80 82.05 89.70

M212 [21] 66.50 83.50 74.70 91.10 36.30 88.00

MUMC [20] 71.50 84.20 81.50 81.50 39.00 65.10

M3AE [5] 67.23 83.46 80.31 87.82

CoQAH [16] 30.20 67.50 42.50 73.90

PMC-CLIP [22] 67.00 84.00 81.90 88.00

Cui, Hejie, et al. "Biomedical visual instruction tuning with clinician preference alignment.” Advances in neural information processing 121

systems (2024).



Tutorial outline

----------------------------------------------------------------------------------------------------------------------------------------------------
*

*
----------------

----------------------------------------------------------------------------------------------------------------------------------------------------
3

.
----------------------------------------------------------------------------------------------------------------------------------------------------

*Introduction and background
« Artificial general intelligence (AGI)

« Large language models (LLMs) and knowledge graphs (KGs)

*Knowledge graph-enhanced large language models
+ KG-enhanced LLM Training
+ KG-enhanced LLM Reasoning

----------------------------------------------------------------------------------------------------------------------------------------------------
.

*
----------------------------------------------------------------------------------------------------------------------------------------------------

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

.
lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

sLarge language model-enhanced knowledge graphs
* LLM-enhanced KG integrations
* LLM-enhanced KG construction and completion

*Applications of synergized KG-LLM systems
* QA system
* Recommender system

Presenter

Shirui Pan

Linhao Luo

Carl Yang

Evgeny Kharlamov

Linhao Luo
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KG+LLM QA System

/ Automated Question Answering System \

Question Document
Retriever

o

Document

Reader

/

Any large corpus
1 of documents, e.g.
] Official

. Corporate
Documents

|

I 73 ‘e N

. S
¥ ‘A’
\| RO -

Z
5
1=
1152

| |U|
!

Lorem ipsum stuff and
stuff Iskdfas:Ikdf skfj:s;
| fiskf lsfiskjik!!

L

Answer

Retriever returns

top N documents

most relevant to
the question

Each candidate
document is fed to
the Reader

Reader returns the
highest rated text
span that answers the
question

https://qa.fastforwardlabs.com/methods/background/2020/04/28/Intro-to-QA.html
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KG+LLM QA System

Limitations and challenges of existing QA system.

Domain-specific knowledge understanding
Structured data, unstructured data, and domain expert rules.

Lacking symbolic reasoning expression

Retrieval strategy based on semantic similarity cannot handle
complex reasoning, quantitative analysis.

For example, how many rivers pass through Indian and China?

LLM hallucinations
LLM can still hallucinate even with retrieved documents.

Liang, Lei, et al. "Kag: Boosting lims in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).



KAG — Joint KG + LLM Reasoning

. KG Symbolic Reasoning: Logical Form Execution.

. LLM Neural Reasoning: CoT Reasoning and Planning.

KAG-Builder

gtandardNamg ’
American Civil — /
War |
\ cor)[rol the
\isA

" (" Question: In the United States after the Civil War, the political ]

party that favored harsh punishment of the southern states
\_gained control of which institution in 2010?

/ Logic Form Planning:

c:unks d ) Slg)up::&ennt Step1: What's the name of the political party that that favored
Abreham Lincoin took moderate positions designed to bring.. —p harsh punishment of southern states after the Civil War?

Republicans regained control of the chamber they had lost in
the 2006 midterm election ...

The heavy Democratic Party losses were attributed to anger
with President Obama...

‘ Location |
[y

standardNamg Republic
an Party

spgClass | 1,/~{' Republicans ’/’/
= bunis e
standardNam e / 0’1970 Organization
Confederate o uth [ gain Poitical 1/BA .y
rrer / Control pf |_Paokon Government
America lostin / o

ISA
Chamber belongTo ?

supporting| chunks chgmber in \
'_L / suppomndvchunks
/
chunk ||} / \\
— [ supporting_ =
[ chunks__y | chunk ]

United States

Political Event
\\

House of
\\iSA\ o Representatives
SRE ™~ 2010 election ~
~
™~ United States

standardName elections, 2010

Logical form: Retrieval(s=s1:Organization, p=p1:punish
, 0=01:Location[Confederate States of America))

Step2: Which institution did the political party take control of in
20107
Logical form: Retrieval(s=s1, p=p2: control, 0=02: Political

. HybridRetrieval
GraphRetrieval
s/o linker —> SubGraph subquery —> NER / EL

select spos on SubGraph SubGrath+APGageRank *

{ answer _i ’:
if not finish

history

Memory
Extractor & Judge

l if finish

[ Generate

Liang, Lei, et al. "Kag: Boosting lims in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).

Buiuue|d

[CLETNEN]
»» Bujuoseay

uonelauan

KAG-Solver
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KAG — Joint KG + LLM Reasoning

. KAG-Builder

Reader
(pdf, docx,csv,md)
v
([
e Splitter
e
(semantic chunking)
) 4
C] ® °
e Ea I, ® Extractor
1 @

(Kag Information Extraction)

\ 4

| L oo
Aligner | [ | 1/ =
-
(Disambiguation, concept linking, fusing)
v
: (Embedding for property which
Vectorizer require vector retrieval in schema)
A\ 4
. (dump builder-result into graph-
Writer engine through openspg)

Liang, Lei, et al. "Kag: Boosting lims in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).
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KAG — Joint KG + LLM Reasoning

. KAG-Builder

Reader
(pdf, docx,csv,md)
v
([
e Splitter
e
(semantic chunking)
) 4
C] ® °
e Ea I, ® Extractor
1 @

(Kag Information Extraction)

\ 4

| L oo
Aligner | [ | 1/ =
-
(Disambiguation, concept linking, fusing)
v
: (Embedding for property which
Vectorizer require vector retrieval in schema)
A\ 4
. (dump builder-result into graph-
Writer engine through openspg)

Liang, Lei, et al. "Kag: Boosting lims in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).
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KAG — Joint KG + LLM Reasoning

. KAG-Schema and text-KG joint index

Kag - Indexing Structure

EntityType

()4 concept.rule
O std.(p)
-«

Information

Knowledge

(static, predefined)

(structured)

Data

(dynamic, ad-hoc)

default.schema

Kag - Indexing instance of Jay Chou

Person

Organization

0

Tamkang Middle School

Millitary Figures

a chinese famous musician, actor... | Political Figures

Culture Figures

1 chinese male singer —_—

Concept  \ | TroTmmmmmmmmmmmeees belongTo " Painter |
Capricorn E Jay Chou was born on January 18, 1979 in E
Keyword New Taipei City, Taiwan Province...... H

+Jay Chou, is a Chinese famous musician.Since .

nzusxsam: \* \ {2000, he has released many albumsz....

QOrganization: EntityType
properties:

id: Text

index: TextAndVector
name: Text

index: TextAndVector
desc: Text

index: TextAndVector
semanticType: Text

Person: EntityType
properties:

id: Text

index: TextAndVector
name: Text

index: TextAndVector
desc: Text

index: TextAndVector
school: Organization
gender: Text
semanticType: Text

Works: EntityType
Concept: EntityType
Geolocation: EntityType
Chunks: EntityType
Others: EntityType

Liang, Lei, et al. "Kag: Boosting lims in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).
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KAG — Joint KG + LLM Reasoning

. KAG-solver

KG Reasoning
Reasoner LLM Reasoning

4 -

Plan & Retrieval & S
Memory ~_ Reflector
Generator -

v Alignment with KG Feedback

SPG*

129
Liang, Lei, et al. "Kag: Boosting lims in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).



KAG — Joint KG + LLM Reasoning

. KAG-solver

[ Question

devide devide

swo Fe swo - spo |

[ LogicForm—QJ ‘ LogicForm—QkJ L LogicForm—QnJ
Planer
(r dsl
- . h
Kg-retrieval l —=pgarp
| @){ Chunk-retrieval I dpr & ppr
Retrieval N\ on spg graph
,/'//

Memory )

130
Liang, Lei, et al. "Kag: Boosting lims in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).



KAG — Joint KG + LLM Reasoning

. KAG-solver

Default Reasoner

- N

EStep1: which taxoOfRisk does Tom has?

EAction1 ‘Retrieval(s=s1:User[Tom],p=p1:belongTo,0=01:TaxofUser)
EStepZ: return all type of TaxofUser Tom's

éActionQ:Output(o1 )

reasoner execute plan
-NUM=1, startId(s)

which taxoOfRisk does | | *e==eeeecccccceciccccicccieiecsieeecdessccceeesecsena——. |-SUBQUERY, addRelation(belongTo)
Logic Form expression FHNUM=1, startId(s)
?
Tom has? Solver l |-SUBQUERY, addRelation(developed)

"""""""""""""""""""""""""""""""" // FNUM=1, startId(s)
B . (—NUM=1, patternScan(root=s,edge=anonymous_42)
?
Step1: which taxoOfRisk does Tom has? i (NUM=1, expandInto(root=d,edge=anonymous_44)
Action1:Retrieval(s=s1:User[Tom],p=p1:belongTo,0=01:TaxofUser) submit task to reason -NUM=2, groupBy(s,o)

taxo of user —NUM=0, filter(R1, [d.deviceNum > 5])
LNUM=0, addRelation(alias=p,type=developed, fromr
Step2: return all type of TaxofUser Tom's?
Action2:Output(o1)

|

FNUM=1, join(List(),right=) @15:35:45.042

-NUM=@, patternScan(root=s,edge=anonymous_12)
—-SUBQUERY, addRelation(belongTe) @15:35:45.126
(—NUM=1, startId(app), [passl{}, [failed]{} @15:
—NUM=1, patternScan(root=s,rule=s.riskMark like
LNUM=1, addRelation(alias=p,type=belongTo,from=
815:35:45.258

NUM=1, join(List(),right=) @15:35:45.572

Memory (Tom belongTo GamblingAppDeveloper) -NUM=1, expandInto(root=app,edge=E_C_3), [passl{},
LNUM=1, addRelation(alias=p,type=belongTo,from=(s:R
. . . 815:35:45.632

question: which taxoOfRisk does Tom has? [-NUM=1, join(List(),right=) @15:35:45.817

solved answer: GamblingAppDeveloper

/

return taxo of user

e ~

supporting facts: [(Tom belongTo GamblingAppDeveloper)]

~ d reason with DSL
Reflector l
g ™

graph database

can answer which taxoOfRisk does Tom has?

(- >y
Generator
s N\

Answer the question based on the given reference
Tom is a gambing app question: "which taxoOfRisk does Tom has?"

developer solved answer: GamblingAppDeveloper

supporting facts: [(Tom belongTo GamblingAppDeveloper)]

- / 131
Liang, Lei, et al. "Kag: Boosting lims in professional domains via knowledge augmented generation." arXiv preprint arXiv:2409.13731 (2024).




KG+LLM for Recommender System

— 3 isFanOf Knowledge Graph
- = P hasGenreOf r A N
------ » isDirectorOf

= = <P igWriterOf .y A

ﬁ n .1'_“”_1 P .?
i Inception .., R Interstellar

Jack L s " Nolan =~~~ e LEETIN n
-~ L @ _ - The Dark Knight

L _ D4 Q2 . .
- Man of Steel Snyder P n
Alan Tt A Wonder Woman

L J o L a ="
A Y & ="
Lser-Item Interactions
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KG+LLM for Recommender System

Without Knowledge Graph With Knowledge Graph (Our Framework)
O os |
3 d gj{r’ig;ag:rden méﬁ"t?nn_g/‘P{r‘chase d\e\sul?e_as :
r User historical interactions — o suy o B pray |
User historical S MeAtions’ “inentions . i
< . . : N chick ~ mgntions ™ describe_as |
Ke) Interactions s, a L |
E _ . ! viewed \\':";ﬁi‘_"_é_‘_’;a_’i- - l des.‘c'r“rbe\\a‘é 3
r— } _ _alsa ——+ (D2 I
2 [ Large Language Model ! 5 YR vewed |
E P
wn
_ .v Generate [ Large Language Model ’
— User Agent Memory Generated by LLM: N ' Generate
As a CD enthusiast, | have developed a strong
preference for Pop, R&B and Rock music User Agent Memory Generated by LLM:
In contrast, | tend to be less interested in CDs As a CD enthusiast, | prefer Pop, R&B and Rock, | prefer Pop and
® that offer a mellow, bluesy sound with a some CDs like "garden," "sultry",. "chick",
mainstream approach Y, ® In contrast, | tend to be less interested in "pray", "romance",
"fallen" style.....
Please rank these candidate items for the user: )
1. Measure of a Man, which is Pop... Please rank these candidate items for the user:
o — 2. Christina Aguilera, which is R&B and Pop... 1. Measure of a Man, which is Pop style and "sultry"...
c ‘ 2. Christina Aguilera, which is R&B and Pop and "pray"...
v, 10. Back in Black, which is Rock style... o~ | ..
% — 10. Back in Black, which is Rock style and "romance”...
of The rank list is: pod
1. Christina Aguilera The rank list is:
2. Back in Black x 1. Measure of a Man (ground-truth)
...... 2. Christina Aguilera X
® 8. Measure of a Man (ground-truth) ® 3. Back in Black x

(a) Without KG (b) With KG
133
Guo, Taicheng, et al. "Knowledge Graph Enhanced Language Agents for Recommendation." arXiv preprint arXiv:2410.19627 (2024).



KG+LLM for Recommender System = = WEB

G-Refer: Graph Retrieval-Augmented Large
Language Model for Explainable Recommendation

TheWebConf 2025
Yuhan Li, Xinni Zhang, Linhao Luo, Heng Chang, Yuxiang Ren, Irwin King, Jia Li

Oral Presentation: Wednesday, 30 April 2025, 10:30 - 12:00, Session 4 Recsysl, C2.1 Room

Poster: Wednesday, 30 April, 16:30pm-17:15pm, Research@Parkside Ballroom, Posterboard-04

B FEMEKZE (M)

e THE HONG KONG g AT LR ,* MONASH s"
llAJJ UNIVERSITY OF SCIENCE AND : e Chinese University of Hong Kong Unlver8|ty H'U'A\A[‘E|

TECHNOLOGY (GUANGZHOU)
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KG+LLM for Recommender System

Explainable Recommendation

The primary goal of explainable recommendation is to create clear textual
explanations that allow us to understand the rationale behind each

recommendation. Specifically, for each interaction between a user u and an item i,
the explanations generated can be described as follows:

explanation(u, i) = generate(u,i, Xy, X;, T)

User/item profues, imeracuon mstories, anu any siue-nnormation related to both
users and items.

XRec: Large Language Models for Explainable Recommendation. EMNLP 2024 Findings.



Existing Datasets & SOTA Solutions

. Datasets Proposed by Ma et al. (2024)

Table 2: Statistics of the experimental datasets.

Dataset #Users #ltems #Interactions

Amazon 15,349 15,247 360,839
Yelp 15,942 14,085 393,680
Google 22,582 16,557 411,840

- Generating ground truth explanations by rephasing
users’ actual reviews.

XRec: Large Language Models for Explainable Recommendation. EMNLP 2024 Findings.

You will serve as an assistant to help me explain why the
user would enjoy the business.

I will provide you with information about the user and the
business, as well as review of the business written by the
user. Here are the instructions:

1. The basic information will be described in JSON format,
with the following attributes:

mn.n

"review": "review of the business written by the user" }

Requirements:
1. Please provide your answer in STRING format in one line.
2. Please ensure the answer is no longer than 50 words.

System Instruction

"review": "Went here for a date night with my fiancé. The
service was a bit slow at first as it took a while to get our
drinks, but once the dinner rush seemed to pass our waiter was
able to devote more time to us and things were delivered much
more timely. The drinks were great: my fiancé tried the
Mexican mule and loved it. The food was amazing. Will
definitely be returning for future date nights!" }

Input Prompt

{

"The user would enjoy the business for its delicious food,
great drinks, and cozy atmosphere, making it a perfect spot for
future date nights.”

} Generated Explanation

136




Existing Datasets & SOTA Solutions

I
. SOTA baseline - XRec
Interaction Graph  Graph Neural Networks ) q Token Emb.
¢ R -~ Collaborative Information ﬁh’ .
/ N : " Empowered LLMs Trainable Parameter
\ R \ € z 2 4y 2 " .k
e I_ — O ;’ § % Layer1  Layer2 Layer n . Freezed Parameter 1) I I I Ipl ICIt
/ / =] &
/ \ § g 5 .
: Ignal.
5 a; g
§ :
frenr Profite-Genration ' oa, oa, oa,
e N
title: ... g
e LLms Iheitem would cee The user would interact
user reviews: [ ... ] |— ysers who ...
< , &,

User Profile Generation

~
Interacted Items:

oa; oa; i e 2) M Odal |ty
Gap.

[ title: T e : Prompt:
e prefer items 2llg )
profile: ... > which 8 user record: <USER EMBED>
which ... E' i
~

\__review: ... ] )
Ground Truth Explanation Generation

item record: <ITEM EMBED>
user profile : ...

sSuippaquiy [euonIsog
M

fR ' ; item profile : ...
Review o LLMs The user vyou_ld - <EXPLAIN POS> ...
interaction © interact with item || BN ) . LR
between u and i because ...

I 1
1 I
1 1
1 1
I |
1 I
1 1
1 I
I |
1 I
I |
1 1
I 1
] I
I |
1 I
1 ]
1 I
1 |
1 I
1 ]
1 I
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1 I
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1 |
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I |
I 1
1 1
I |
1 ]
I 1
1 1
1 |
1 1
1 I
1 |
I |
1 1
1 1
I 1
I |
1 1

1
: uonvuvydxy anfo.rd wai] anjo.ud 1asp
|

.

XRec: Large Language Models for Explainable Recommendation. EMNLP 2024 Findings.



Our Solution

- Introducing GraphRAG

* Implicit -> Explicit
« Modality gap -> None

—~
( Question ] """""""""""""""""""""""""""""""""""""" >
[Instructionj--------:- LLM >[ Answer J

v
Encoder ' -------- { Tool Selection ] ------ >[ Context ] """" >

.......... 26 LN
Sl I Search +
[ Pattern Match 5
® A A 7
7 U ‘ ' '

[ Lexical Graph ] S LS et et > [ Domain Graphj

A A

\/ Graph Database }

[ Documents ] [ Data ]
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Overview of G-Refer

. Three key modules

I Starring: Benedict
I Cumberbatch, .

several related paths

1. Hybrid Graph Retrieval 2. Knowledge Pruning 3. Retrieval-augmented FT
2 -, ST E T \\ om————— S N -
T“% --------- I Explicit CF Info. | Users 4 H W ot
:r 1;‘;n |12 Doctor Strange i i P ° ! = o N Y ~ | User ii Item ii Explicit
L | Country: USA 1] Path-level i (Structural CF) i : Users i Profile i1 Profile il CFlInfo
S=———- lGenre Fantasy, | . i Forthe given user- | 4 4 r.:ﬁ) ! y ! !

i Adventure ’ Retriever | item pair, here are : R - '
1 1
1 1
4

Pruning

‘,.-..____....__...__._.~
ppp—— s
n m!
1
23~ 3 |
1n
I \
[ —————————————

P e e e e

_________ connect-ing users and Items ‘
I&_-ﬁ" (LTI items through their 1 c‘.@) LLMs
I - 4
1Age: 21 I "3 Sherlock ; { interactions:[...]. : rH:|1_ ' :i:._.|.: LoRA
:Interests: 1 :COUMW UK H | For the user-item pair, | i [
Slnciny SIS sy ! here are some related I -——=="__JSim ”t)‘s--::::'-'-
"""" iCrime, Drama 11 | Node-level & ! - | Semmmmmmmet
lr&'"““?u'z'} | Starring: Benedict : Ret ! users and items. | = e e e "LRA ---------------------
etriever Users: [...]. Items: [...].1 H
1Age: 28 | Icum?e’batd‘* [ ! . i | 1 Ground Truth Explanation '(—--)' Generated Explanation
1Interests: Marvel : |\Mart|n Freeman, ’;I :\ (Semantlc CF) } o o p_ _______ } ——————————————— F: ——————————
o LTI e TEEEEE————
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Hybrid Graph Retrieval

Path-level Retriever optimize GNN Training
CP;T\IGNE:I.LmIT (WWW 23) E"" ----- ‘E ﬂ:N: !’E“- -EI ----- ‘E_> ct Posgtiive N
raining @!'@ i_) Enc. _)i @.7@ E ) ” loss
M-core Pruning L oo | Y | @ e | et |
X H Y g pair L J
Explanation Path Retrieval | =77 ) Wi i
g‘%ﬁ Explanation Path Retrieval
i %) T A~ \ ‘
Node-level Retriever 2 aw| i »PB g
Dense Retrieval R 1/ ;:n(c) >t @t;j;;ﬁ.,@ | Fpred =
cage| | oD el IR OGN L)
e G20 e _——
. b AT ) explanation paths
Graph Translation BRECACEN sy B0~ —| Lypun|>
) @000 -

Training Edge Mask
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Knowledge Pruning

Motivation

o _ _ 2. Knowledge Pruning
It Is noticed that for some user-item pairs, a

sufficient explanation can be derived solely | Users [

from their profiles, without the need for | b I {Users_ |

i - - (i | Ry |

addltlon.al CF mformatlo.n. i ii__--_-:..»"' | | :'f@‘:i
Re-Ranking and Pruning » tems . +| 5| l:-_-_—-_-_-"il

I (=T 1 | o | 'Items,.

| == L R

| (R =

m((a. 1), Explai ) f(by @ ci) - f(Explain, ;) ! iih‘- =S’ 'tl H—il

sim((u, i), Explain,,, ) = : | \====="  Similarity zzzzz
ACD 1f (bu @ ci)l|[| f (Explain,, ;)| A Lo
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Retrieval-augmented Fine-tuning

Motivation

RAFT adapts the LLM to better utilize retrieved CF information to generate

explanation, especially for the requirement of domain-specific knowledge it has
never seen before.

By training the LLM to generate ground-truth responses even when irrelevant CF
Information is given, we enable the LLM to ignore misleading retrieval content and
lean into its internal knowledge to reduce hallucination.

RAFT Loss

Lparr=— ), logP(Explain, ;) |by, i, Ky i), Q:0),

(ui)e z)prune



Experiment Results

Models ‘ Explainability T ‘ Stability |
| GPTscore  BERTG,. | BERTg BERT{ ;e | BARTscore BLEURT ~USR | GPTgqq BERT., BERT:, BERT,, BARTyg BLEURTyy
Amazon-books
NRT 75.63 0.3444 0.3440 0.3443 -3.9806  -0.4073 05413 | 1282 01804  0.1035  0.1321  0.5101 0.3104
Att2Seq 76.08 0.3746 0.3624 0.3687 -3.9440  -0.3302 07757 | 1256  0.1691  0.1051  0.1275  0.5080 0.2990
PETER 77.65 0.4279 0.3799 0.4043 -3.8968  -0.2937  0.8480 | 11.21  0.1334  0.1035  0.1098  0.5144 0.2667
PEPLER 78.77 0.3506 0.3569 0.3543 39142  -0.2950  0.9563 | 11.38  0.1105  0.0935  0.0893  0.5064 0.2195
XRec 82.57 0.4193 0.4038 0.4122 -3.8035  -0.1061 1.0000 [ 9.60  0.0836  0.0920  0.0800  0.4832 0.1780
G-Refer (7B) | 82.70 0.4076 0.4476 0.4282 -3.3358  -0.1246  1.0000 | 9.04  0.0937 0.0845 00820  0.4009 0.1893
G-Refer (8B) | 82.82 04073  [0.4494 (.a56%) 0.4289 (1677 | -3.3110  -0.1203  1.0000 | 8.95  0.0945  0.0855  0.0825  0.3983 0.1912
Yelp
NRT 61.94 0.0795 0.2225 0.1495 -4.6142  -0.7913  0.2677 | 16.81  0.2293  0.113¢  0.1581  0.5612 0.2728
Att2Seq 63.91 0.2099 0.2658 0.2379 -4.5316  -0.6707  0.7583 | 15.62  0.1583  0.1074  0.1147  0.5616 0.2470
PETER 67.00 0.2102 0.2983 0.2513 -44100  -0.5816  0.8750 | 1557 03315  0.1298  0.2230  0.5800 0.3555
PEPLER 67.54 0.2920 0.3183 0.3052 -44563  -0.3354  0.9143 | 1418  0.1476  0.1044  0.1050  0.5777 0.2524
XRec 74.53 0.3946 0.3506 0.3730 -43911  -0.2287 1.0000 | 11.45  0.0969  0.1048  0.0852  0.5770 0.2322
G-Refer (7B) | 7491 03573 0.4264 0.3922 -3.7729  -0.1451 1.0000 | 10.88  0.1050  0.0952  0.0862  0.4815 0.2197
G-Refer (8B) | 75.16 03629  [0.4373 (:s.67%) 0.4003 (:273%) | -3.6448  -0.1336  1.0000 | 10.76  0.1068  0.0995  0.0885  0.4743 0.2182
Google-reviews

NRT 58.27 0.3509 0.3495 0.3496 -4.2915  -0.4838 0.2533 | 19.16 02176  0.1267  0.1571  0.6620 0.3118
Att2Seq 61.31 0.3619 0.3653 0.3636 -4.2627  -04671  0.5070 | 17.47  0.1855  0.1247  0.1403  0.6663 0.3198
PETER 65.16 0.3892 0.3905 0.3881 -4.1527  -0.3375 04757 | 17.00  0.2819  0.1356  0.2005  0.6701 0.3272
PEPLER 61.58 0.3373 0.3711 0.3546 -4.1744  -0.2892  0.8660 | 17.17  0.1134  0.1161  0.0999  0.6752 0.2484
XRec 69.12 0.4546 0.4069 0.4311 -4.1647  -0.2437  0.9993 | 1424  0.0972  0.1163  0.0938  0.6591 0.2452
G-Refer (7B) | 71.47 0.4253 0.4873 0.4566 -3.3857  -0.1561 1.0000 | 13.46  0.1184  0.0872  0.0921  0.4739 0.2415
G-Refer (8B) | 71.73 0.4245 0.4592 (2s1%) | -3.3235  -0.1518 1.0000 | 13.23  0.1175  0.0920 0.0916  0.4761 0.2511

|0.4935 (+7.48%)
1
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Human Evaluation & Ablation

Table 2: Ablation study for G-Refer, with the best results
highlighted red and the worst in blue for the component.

Datasets | Yelp | Google-reviews
Ablations | BERT*' T | BERT4 | | BERT'! | | BERT 4|
18% 14%
g 80 31% Variants on graph retriever:
g w/o path-level 0.3927 0.0868 0.4560 0.0924
*5 ] w/0 node-level 0.3966 0.0894 0.4544 0.0922
S . 82% 86% w/o GraphRAG |  0.3880 0.0896 0.4468 0.0940
L 69% - - —
° Variants on link prediction model:
i 3 N Refor w/ LightGCN 0.3941 0.0870 0.4589 0.0922
o ‘ . _ w/ R-GCN 0.4003 0.0885 0.4592 0.0916
Amazon-books velp Google-reviews Variants on LLMs with different scales:
Figure 3: Human evaluation comparing XRec and G-Refer. w/ Qwen-0.58 03201 0.6530 0.4129 0.2171
w/ Qwen-1.5B 0.3557 0.3940 0.4451 0.0940
w/ Qwen-3B 0.3994 0.0861 0.4602 0.0903
w/ Qwen-7B 0.3991 0.0851 0.4582 0.0914
Knowledge pruning v.s. full training set:
w/0 pruning 0.4002 0.0892 0.4605 0.0909
G-Refer 0.4003 0.0885 0.4592 0.0916
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Hyperparameter & Efficiency
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Figure 4: Performance of different retrieved number k.
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Figure 5: Efficiency Analysis of G-Refer.
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Tutorial outline
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*Introduction and background
« Artificial general intelligence (AGI)

« Large language models (LLMs) and knowledge graphs (KGs)

*Knowledge graph-enhanced large language models
+ KG-enhanced LLM Training
+ KG-enhanced LLM Reasoning
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*
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sLarge language model-enhanced knowledge graphs
* LLM-enhanced KG integrations
* LLM-enhanced KG construction and completion

*Applications of synergized KG-LLM systems
* QA system
* Recommender system

Presenter

Shirui Pan

Linhao Luo

Carl Yang

Evgeny Kharlamov

Linhao Luo

146



Future Directions — KG-guided O1 Reasoning

Ve

( Question

]

60 minutes features

Taylor Lautner?
\ ylor Lautner

What movie with a television
running time of less than

Q:47.89 [#V: 10
Initial Prompt
Input Question

Q: 54.74 I#V: 10

Extract_entity
[ Taylor Lautner ]

Find_relation
[ film.actior.film ]

[ #V: 1]
Find_relation
[ film.actior.film ]

. Ol reasoning on KGs.

Q:57.11_ | #V: 6 |

Find_relation

[ film.perfor: film ]

Q:24.38 | #V: 1

Q:-0.99 [#V:1

Compare
[ LESS THAN | tv.tv_program.
episode_running_time ]

Finish
[ expression ]

Q: N/A #V: 0
Compare

[ GREATER THAN | tv.tv_program.
episode_running_time ]

: 60.1 #V: 4
Compare

[ LESS THAN | tv.tv_program.
episode_running_time ]

#V: 4
Merge

[ expressionl | expression ]

X #V: 4
Finish
[ expression ]

Extract_entity

[60]

Q:25.16 [ #v: 1

Q:1.91 [ #V:1

Compare

episode_running_time ]

[ GREATER THAN | tv.tv_program.

J

1

Finish
[ expression ]

[ Q:39.74 [ #V:1

Q:33.71 [ #V:1

Order
[ GREATER THAN | tv.tv_program.
episode_running_time ] L

J

Finish
[ expression ]

Q:29.37 [ #Vv:1

Q: 13.18 [ #V: 1

Time_constraint
[film.film_regional_release_date
.release_date | NOW]

Finish
[ expression ]

([ Q:34.94 |[(#v:1

Q:24.34 [[#Vv:1

Time_constraint
[film. film.initial_release_date

.release_date | NOW]

Finish
[ expression ]

Q: N/A

Find_relation
[ tv.regular_tv_appearance.series ]
Q:N/A | #V:0
“  Find_relation
[ tv.regular_tv_appearance.seasons )
Q: N/A #V: 0
+ Time_constraint

[tv.regular_tv_appearance
-from | NOW]

[ Final Agent Process ]

Q:21.31 [ #V:1

Q:-5.23 [ #V: 1

Compare

[ LESS THAN | tv.tv_program.

episode_running_time] } L

Finish
[ expression ]

Q: N/A #V: 0
Compare

[ GREATER THAN | tv.tv_program.
episode_running_time ]

Thought1: At this step, we should identify a topic entity from the question to start a new expression.
Action1: Extract_entity [ Taylor Lautner ]

Observation1: expression = START('m.07Idhs")

Thought2: At this step, we should find the one-hop relation that is connected to the current expression.
Action2: Find_relation [ film.actor.film ]

Observation2: expression = JOIN('(R film.actor.film)', expression)

Thought3: At this step, we should find the one-hop relation that is connected to the current expression.
Action3: Find_relation [ film.performance.film ]

Observation3: expression = JOIN('(R film.performance.film)', expression)

Thought4: At this step, we should identify a topic entity from the question to start a new expression.
Actiond4: Extract_entity [ 60 ]

Observation4: expressionl = START('60")

Thought5: At this step, we should perform a numerical comparison to determine the range.
Action5: Compare [ LESS THAN | tv.tv_program.episode_running_time ]

Observation5: expressionl = CMP('It', 'tv.tv_program.episode_running_time', expression1)
Thought6: At this step, we should merge these two expressions.

Action6: Merge [ expressionl | expression ]

Observation6: expression = AND(expression1, expression)

Thought7: At this step, we conclude that it is appropriate to end and output the expression.
Action?: Finish [ expression ]

Observation7: expression = STOP(expression)
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Future Directions — Knowledge Edit

. KGs for Editing Knowledge in LLMSs.
- Add new or delete old knowledge stored in LLMs with KGs.

Fact to edit: / 7/ Edi
R »( o it
G . Retain
city
Londo
Evaluatlon of RlppIeEdlts
I time E
Country . ff i
\/ Ei e ro—
Ulty > London )
&I’owe /

helght . I
a ita
-\_‘ Big
counvy Ben

Cohen, R., Biran, E., Yoran, O., Globerson, A., & Geva, M. (2023). Evaluating the ripple effects of knowledge editing in language models. arXiv preprint arXiv:2307.12976.
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Future Directions — Multi-modal Reasoning

. Multi-Modal KG-enhanced Reasoning

-

Cause_change

initial final
Value before> V;Iue
attribute

tribute
—\ ?
' o

sub_event
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